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Molecular dynamics (MD) simulations have been performed on the regulatory domain of the
Escherichia coli OxyR transcription factor for the different chemical states along the mechanistic cycle
for its activation by hydrogen peroxide. Conformational analysis indicates that His198 and Arg220
catalytic residues can be involved in the biochemical process of activation of OxyR. On the basis of the
simulation data, a detailed mechanism for the oxidation process is suggested in which His198, in the
presence of an arginine residue, functions as a unique acid–base catalyst in the successive oxidations of
Cys199 and Cys208 by hydrogen peroxide. This mechanistic proposal has been tested by density
functional theory (DFT-B3LYP) and ab initio (MP2) calculations on model systems. The two oxidations
are both identified as nucleophilic substitution reactions of SN2 type with deprotonated cysteines
functioning as nucleophiles. Both reactions have a calculated free energy of activation close to 15 kcal
mol−1, which is consistent with the available experimental data on the kinetics of the activation process.


Introduction


Aerobic metabolism generates hydrogen peroxide and organic
peroxides as harmful byproducts. Living organisms have evolved
a number of defense mechanisms to cope with the resulting
oxidative stress, including the OxyR and SoxR transcription
factors,1 specific proteins that interact with prokaryotic promoters.
They activate the expression of antioxidant genes in response
to hydrogen peroxide and to superoxide-generating compounds,
respectively. The mechanistic cycle of activation and deactivation
of OxyR of Escherichia coli by hydrogen peroxide has been
intensively studied using genetic and biochemical methods.2–7


Zheng et al.3 found by site-directed mutagenesis that Cys199 and
Cys208 are absolutely critical for inducible activation by hydrogen
peroxide. Mutation of Cys208 results in a protein that shows a
constitute low level activity. It was further demonstrated that the
activation of OxyR leads to the formation of a disulfide bridge
between Cys199 and Cys208 and a mechanism for activation and
deactivation of OxyR, which is depicted in Fig. 1, was proposed.3


The reduced form of OxyR is oxidized to its active disulfide
form by hydrogen peroxide via an intermediate of sulfenic acid
(OxyR-Cys199-SOH), and subsequently reduced by the enzyme
glutaredoxin at the expense of glutathione (Grx + GSH). The
formation of the sulfenic acid intermediate has recently been
verified by UV–vis spectroscopy on a C208S mutant.7
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Fig. 1 The redox cycle for the activation of OxyR by hydrogen peroxide
proposed by Zheng et al.3


The proposed redox cycle for the activation and deactivation
of OxyR has been questioned by Kim et al.6 They were able to
verify the existence of a sulfenic acid intermediate, but found
no indication for the formation of an intramolecular disulfide
bridge between Cys199 and Cys208. On the basis of these results
it was concluded that sulfenic acid is the activated form of
OxyR. Furthermore, it was found that in addition to hydrogen
peroxide, the protein can be activated by nitroso-compounds and
glutathione. The authors suggested that the different activation
processes result in different types of transcriptional responses.
However, the recent mass spectrometry analyses and in vivo
labeling assays by Lee et al.7 have confirmed that oxidation of
OxyR results in the formation of a specific disulfide bond between
Cys199 and Cys208 in the wild-type protein. They speculated that
the missing disulfide bridge in the study by Kim et al.6 was an
effect of the use of air-oxidized OxyR.


The crystal structure of the oxidized form of OxyR also reveals
a disulfide bond between Cys199 and Cys208.5 Furthermore, the
crystal structure of the reduced form shows that the reduction
of OxyR involves structural changes in the regulatory domain,
which results in the spatial separation of the two cysteines by
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17 Å.5 It was suggested that these structural changes may be
responsible for the different DNA binding of reduced and oxidized
OxyR. Work by Åslund et al.4 has shown that the protein can
be transformed from the reduced form to the oxidized form
both by a change in the potential of the thiol disulfide redox
buffer and by activation by hydrogen peroxide. This implies that
in order to facilitate the reversible oxidation–reduction process
the two cysteines need to find each other from a distance of
17 Å. It should be noted that the crystal structure of the
reduced form is indicative of a large conformational flexibility
in the redox-active loop consisting of residues 189–225.5 Lee
et al.7 monitored the structural changes upon hydrogen peroxide
activation using fluorescence spectroscopy. They concluded that
the conformational change is associated with the disulfide bridge
formation rather than the formation of the sulfenic acid. On the
basis of time-resolved analyses, it was further determined that
the OxyR activation consists of more than one chemical step
including disulfide bond formation as well as the physical step
of conformational change occurring at a rate of 9.7 s−1. The
apparent second order rate constant at low hydrogen peroxide
concentrations was determined to be 1.1 105 M−1 s−1,7 in good
agreement with the value of ∼107 M−1 min−1 determined by SDS-
PAGE analysis.4 Lee et al.7 came to the conclusion that disulfide
bridge formation most likely precedes the conformational change
and it is this latter process that proceeds with a rate of 9.7 s−1.
The basis for this is that Cys208 has to compete with GSH in
the reaction with Cys199-SOH, and that the rate for the GSH
reaction at the 5 mM GSH concentration in the cell is expected
to be in the order of 103 s−1. Thus, the rate of the disulfide bridge
formation is likely to be much higher than 9.7 s−1. Lee et al.7


proposes that oxidation of Cys199 into Cys199-SOH leads to a
destabilization of the Cys199 side chain, which results into an
expulsion of the side chain out of the interdomain pocket. They
further speculate that the high flexibility in the 205–216 region
should increase the chances of collision between Cys199-SOH
and Cys 208 and subsequent disulfide bond formation. After the
disulfide bridge is formed the flexible regions reorganize into the
OX conformation, which involves a large structural change in the
regulatory domain. This structural change induces a rotation of
the OxyR monomers relative to each other that is believed to be
important for the change in DNA-binding upon activation.7,8


From an organic chemistry point of view, the proposed mecha-
nism for the activation of OxyR to its disulfide form presents two
reaction steps that can be characterized as analogous nucleophilic
substitutions by thiolate ions or thiols at oxygen and sulfur centers,
respectively (Eqn. 1,2).


R–S− + R–X–OH → R–X–S–R + OH−; X = O, S (1)


R–SH + R–X–OH → R–X–S–R + H2O; X = O, S (2)


The mechanistic and energetic aspects of such reactions were
elucidated for organic systems using experimental9 and theoretical
methods.10 Among other things, these studies provide important
information concerning the preferable ionization state in which the
sulfur nucleophiles react. The calculated reactions with thiolate
ions proceeded through significantly lower barriers compared
to reactions with thiols.10 Consequently, reactivity of cysteine-
containing species in the redox processes could strongly depend on


protonation states. Although the sulfhydryl group of a free cysteine
has a too high pKA value to be deprotonated at physiological
pH, it has been demonstrated that a cysteine residue may exist in
a thiolate state at physiological pH in a protein systems if the
local environment has a high positive electrostatic potential.11


In OxyR the active-site Cys199 is flanked by the two basic
residues (His198 and Arg201) that are absolutely conserved in
the OxyR homologues. The crystal structure of the reduced form
of OxyR also has another basic residue, Arg266, located close to
Cys199.5 Thus, one or more of these basic residues may aid the
deprotonation of Cys199, and thereby activate the residue for the
reaction with hydrogen peroxide to form the sulfenic acid and
water. In a similar manner it can be speculated that Cys208 needs
to be deprotonated before it reacts with the sulfenic acid to form
the disulfide bond. However, it is not obvious from the crystal
structures which basic residues can be expected to support this
process.


In this study we have set out to reexamine the biochemical basis
for the mechanism proposed by Zheng et al.3 using a combination
of molecular dynamics simulations and quantum chemical calcula-
tions. We have used molecular dynamics simulations to investigate
the conformational flexibility of the active-site cysteines and the
basic residues of the redox-active loop of OxyR in the different
chemical states along the mechanistic cycle. On the basis of these
simulations we have identified the residues that may take an active
part in the different reaction steps. This analysis has subsequently
been used to build model systems in which the details of the
reactions have been studied by quantum chemical calculations.


Computational methods


Molecular dynamics simulations


The oxidized form of the crystal structures5 of the regulatory
domain of the Escherichia coli OxyR transcription factor (PDB
ID: 1I6A) was used as a starting structure for molecular dynamic
(MD) simulations employing the Amber 6 program package.12


Our calculations were only based on the oxidized structure with
proper modifications (see below), since the crystal structure of the
reduced form lacks residues 210–215 from the active site and the
Cys199 residue is modified to serine.5


Standard parameters from the Amber 1998 force field13 were
used in all calculations. Force field parameters, including atomic
charges, for the sulfenic acid residue Cys199-SOH (CYA) were
estimated by analogy from the cysteine disulfide (CYX) and the
serine (SER) residue parameters, and from data obtained by
ab initio Hartree–Fock calculations14 [HF/6–31G(d)] using the
Gaussian 98 program package.15 The electrostatic potential fitting
algorithm of Merz-Singh-Kollman scheme16 was used to estimate
atomic charges from the HF/6–31G(d) calculations (CYA atom
types, charges and added force field parameters are provided in
the Electronic Supplementary Information†).


In the simulations the ionization state for most residues was
considered to be the natural at physiological pH. The His173 and
all Asp, Glu, Lys and Arg residues were simulated in ionic forms.
The His198 residue was modelled in both neutral and ionic forms
(see below). 10 Na(+) counterions were added to maintain zero
total charge of the system.
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Different combinations of chemical states were consid-
ered for the Cys199 and Cys208 residues, including disulfide
bridge (CYX199, CYX208), both residues protonated (CYS199,
CYS208), one residue ionized and the other protonated (CYM199,
CYS208), and finally Cys199 in the sulfenic acid state together with
Cys208 protonated or ionized (CYA199, CYS208 and CYA199,
CYM208). In the calculations, where one of the cysteines was
ionized, His198 was considered to be protonated (HIP198). In
the rest of the calculations His198 was deprotonated as a neutral
HIE (the hydrogen atom on the Ne2 nitrogen of the imidazole
ring according to the nomenclature of the Amber force field) and
HID (the hydrogen atom on the Nd1 nitrogen of the imidazole
ring). Thus, the following five configurations were investigated:
MD_1 (HIE198-CYX199-CYX208), MD_2 (HIE198-CYS199-
CYS208), MD_3 (HIP198-CYM199-CYS208), MD_4 (HID198-
CYA199-CYS208) and MD_5 (HIP198-CYA199-CYM208). The
protein was solvated by 9710 TIP3P17 water molecules in a box with
the size of 78 × 67 × 62 Å using LEAP18 program (total number of
atoms in the simulated system is ca. 32 000). The MD simulations,
preceded with initial minimizations (500 steps), were performed
at a constant temperature (300 K) and pressure (101 325 kPa)
with use of the Berendsen algorithm19 employing the SANDER
module. Periodic boundary conditions were used together with
a Particle Mesh Ewald (PME) method for treating long range
electrostatics. A time step of 1.0 fs and the SHAKE algorithm20 to
constrain bonds involving hydrogens were used along simulations
with a 10 Å nonbonded cutoff and the nonbonded pair list
updated every 25 time steps. Coordinates were saved every 2 ps.
All five conformations were carried out to 1 ns. Then, the MD_3
configuration was continued to 4 ns. All of the MD results were
analysed using the CARNAL and PTRAJ modules of Amber 6
and the VMD package.21


Quantum chemical calculations


Our model systems consisted of methanethiol (model for the
Cys199 and Cys208 residues), guanidinium ion (model for the
arginine residues), imidazole (model for the His198 residue) and
hydrogen peroxide. All DFT calculations were performed by the
Gaussian 98 program package.15 The geometries were completely
optimized with the aid of Becke’s three-parameter hybrid density
functional-HF method with the Lee–Yang–Parr correlation func-
tional (B3LYP)22 using the 6–31(+S)G(d) basis set (6–31G aug-
mented by polarization functions on all heavy atoms and diffuse
functions on sulfur atoms). In addition, single-point calculations
with the 6–31+G(d,p) basis set were carried out using the B3LYP
and the second-order Møller–Plesset theory (MP2) methods.23


All stationary points were characterized as minima or transition
states by vibrational frequency calculations. Transition states were
verified as having one and only one imaginary frequency. In
addition, for each transition state intrinsic reaction coordinate
(IRC) calculations were performed to confirm that it connects the
correct reactant and product minima. Thermodynamic quantities
were calculated at 298 K and 101 325 kPa using standard rigid-
rotor and harmonic oscillator partition function expressions.
Zero-point corrections and thermal corrections to enthalpy and
Gibbs free energies were calculated from unscaled frequencies
obtained at the same level as the geometry optimizations. Solvent
effects (aqueous solution, e = 78.39) were estimated by single-


point calculations using the polarizable continuum self-consistent
reaction field model (PCM-SCRF)24 at the B3LYP/6–31+G(d,p)
level specifying characteristics of the cavity by Bondi’s atomic radii
scaled by a constant of 1.2 for all other atoms but acidic hydrogens
and setting the minimum radius of the added spheres to 1.0.25 The
effective local dielectric constant in the enzyme may vary strongly
depending on the local environment. A dielectric constant of 78
would be equivalent to a completely solvent exposed site. Thus,
by calculating free energy differences both in gas phase (e = 1.0)
and in aqueous solution the two extrema in solvent effects are
represented.


Results and discussion


Firstly, we present the results of the MD simulations on the
oxidized, reduced and sulfenic acid forms of OxyR. Our MD
analysis is focused on the positions of Cys199, Cys208 and the side
chains of the basic residues His198, Arg201, Arg220 and Arg266
in the redox-active loop. Then, our proposed mechanism at the
molecular level for the redox process started from the reduced
to the oxidized disulfide form of OxyR induced by hydrogen
peroxide is explained and investigated by the quantum chemical
calculations.


MD simulations of OxyR


In the MD simulations on the oxidized form of OxyR that
started from the 1I6A crystal structure (MD_1), the protein largely
maintains the geometric features of the secondary and tertiary
structure of the starting crystal structure. The average root-mean-
square deviation (RMSD) of the Ca carbons of the backbone
between the crystal structure and the solution structure increased
to ∼1.4 Å during the first 200 ps and then maintained a stable
profile until the end of the 1 ns simulation (Fig. 2).


Fig. 2 RMSD (in Å) of the Ca carbons in the oxidized form of OxyR
during the 1 ns MD simulation. (Black line—all Ca carbons, red line—Ca
carbons of redox-active loop).


The MD_2 simulation also started from the crystal structure
of the oxidized form, but with the disulfide bond broken and the
two cysteines both protonated (configuration HIE198-CYS199-
CYS208). During the 1 ns simulation the structure maintains
the “oxidized” conformation (OX) of the regulatory domain
(RMSD of Ca carbons is ∼1.6 Å), with the side chains of
Cys199 and Cys208 both inside the redox-active loop and located
close to each other [d(Cys199-Sc . . .Sc -Cys208) ∼ 3.9 Å]. Similar
results were obtained for a 4 ns MD simulation with ionized
Cys199 (MD_3, configuration HIP198-CYM199-CYS208) where
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the average distance d(Cys199-Sc . . .Sc -Cys208) is 4.6 Å and the
RMSD of the Ca carbons is ∼1.4 Å. In this case, the redox-
active loop exhibited higher mobility compared to other residues
of OxyR (the maximum RMSD of the Ca carbons of the redox-
active loop is 2.6 Å while it is 1.8 Å for other residues). Both
MD_2 and MD_3 show that the OX conformation can be stable
also when the loop is not restrained by the disulfide bridge. Thus,
it can be seen as an indication against the proposal6 that the OX
conformation is not a naturally stable conformation but a result
of the crystallization process.


The MD simulations on the Cys199 sulfenic acid inter-
mediate with protonated (MD_4, HID198-CYA199-CYS208)
and ionized Cys208 (MD_5, HIP198-CYA199-CYM208) again
indicated the starting OX conformation as the stable one
during 1 ns simulations [d(Cys199-Sc . . .Sc -Cys208) ≈4.3 Å
and 5.4 Å, respectively]. The redox-active loop with ion-
ized Cys208 showed higher mobility of the loop (maximum


RMSD of Ca carbons of the redox-active loop was 2.5 Å
in MD_5 vs. 1.8 Å in MD_4)


It has been speculated that one or more of the basic residues
His198, Arg201 and Arg266 may play important roles in the
catalytic process of OxyR.3,5 The importance of His198 and
Arg201 is supported by the fact that these residues are absolutely
conserved in the OxyR homologs.3 In order to determine the
functions of the basic residues during the catalytic process, we
have analyzed the distances of these residues to the Cys199 and
Cys208 residues during the simulations and compiled the results
in Tables 1 and 2.


As indicated in Table 1, the side chain of His198 is often found
in a position close to the sulfur of Cys199 for all oxidized,
reduced and sulfenic acid forms of OxyR (see also Fig. 3). The
average d(Cys199-Sc . . .Nd1-His198) and d(Cys199-Sc . . .Ne2-
His198) range from 5 to 9 Å with minimum distances ∼4 Å. The
short average distance indicates that His198 could function as


Fig. 3 Snapshots of the redox-active loop of OxyR from MD_3 (HIP198-CYM199-CYS208), MD_4 (HID198-CYA199-CYS208) and MD_5
(HIP198-CYA199-CYM208) simulations which involve positions of Cys199, Cys208, His198 and Arg220 residues and molecules of water found close to
the side chains of both redox-active cysteines.


Table 1 Measured distances (in Å) between selected atoms of Cys208 and basic residues (His198, Arg201, Arg220 and Arg266) and the Sc atom of
Cys199 in the redox-active loop of OxyR during 1 ns (MD_1, MD_2, MD_4 and MD_5) and 4 ns MD simulations (MD_3)


Distances/Å MD_1 MD_2 MD_3 MD_4 MD_5


d(Cys199-Sc . . .Sc -Cys208)
Average 2.0 ± 0.04 3.9 ± 0.4 4.6 ± 0.7 4.3 ± 0.8 5.4 ± 0.6
Min 1.9 3.2 3.1 3.1 3.1
Max 2.2 5.0 7.3 6.6 7.0
d(Cys199-Sc . . .Nd1-His198)
Average 5.4 ± 0.4 7.7 ± 0.6 5.6 ± 0.5 7.3 ± 0.8 6.0 ± 0.5
Min 4.4 5.8 4.3 4.9 3.8
Max 6.4 9.0 7.3 8.7 7.1
d(Cys199-Sc . . .Ne2-His198)
Average 7.0 ± 0.3 8.9 ± 0.5 7.5 ± 0.5 6.6 ± 1.0 8.0 ± 0.4
Min 6.1 7.2 5.9 4.1 6.0
Max 7.9 9.8 9.1 8.5 9.0
d(Cys199-Sc . . .Cf-Arg201)
Average 10.8 ± 0.4 8.9 ± 1.0 11.0 ± 0.4 11.3 ± 0.7 12.0 ± 0.7
Min 9.1 7.3 9.8 9.0 9.5
Max 11.9 11.4 12.6 13.0 13.5
d(Cys199-Sc . . .Cf-Arg220)
Average 9.5 ± 0.5 9.6 ± 0.7 8.9 ± 1.6 8.4 ± 1.3 10.7 ± 1.0
Min 7.7 7.7 5.5 5.9 8.2
Max 11.6 12.5 13.7 12.2 13.8
d(Cys199-Sc . . .Cf-Arg266)
Average 11.9 ± 0.6 11.8 ± 0.7 10.8 ± 0.8 10.0 ± 0.5 11.5 ± 0.5
Min 9.6 9.6 9.0 8.5 9.2
Max 13.7 13.2 14.2 11.0 13.1
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Table 2 Measured distances (in Å) between selected atoms of basic residues (His198, Arg201, Arg220 and Arg266) in the redox-active loop of OxyR
and the Sc atom of Cys208 during 1 ns (MD_1, MD_2, MD_4 and MD_5) and 4 ns MD simulations (MD_3)


Distances/Å MD_1 MD_2 MD_3 MD_4 MD_5


d(Cys208-Sc . . .Nd1-His198)
Average 5.0 ± 0.4 5.2 ± 0.4 5.8 ± 0.6 7.4 ± 1.3 3.0 ± 0.1
Min 3.8 3.7 3.8 5.3 2.7
Max 6.1 6.2 7.7 11.6 3.4
d(Cys208-Sc . . .Ne2-His198)
Average 6.4 ± 0.3 6.5 ± 0.4 7.4 ± 0.6 6.6 ± 1.3 4.9 ± 0.2
Min 5.5 5.4 5.0 4.4 4.4
Max 7.2 7.5 9.5 10.6 5.3
d(Cys208-Sc . . .Cf-Arg201)
Average 10.7 ± 0.6 9.9 ± 0.9 10.3 ± 0.7 10.0 ± 0.7 9.8 ± 1.0
Min 8.5 8.3 8.9 8.2 7.2
Max 12.0 11.8 12.7 12.4 11.8
d(Cys208-Sc . . .Cf-Arg220)
Average 9.8 ± 0.6 8.8 ± 0.9 9.2 ± 1.3 7.8 ± 1.3 10.8 ± 1.1
Min 8.0 5.8 5.5 4.8 8.1
Max 11.8 11.7 13.4 12.1 13.9
d(Cys208-Sc . . .Cf-Arg266)
Average 12.5 ± 0.6 12.0 ± 0.6 13.5 ± 1.0 12.4 ± 1.0 11.1 ± 0.4
Min 10.4 10.6 10.5 10.6 9.8
Max 13.9 13.6 16.5 15.4 12.6


general acid– catalyst, and catalyze the formation of the sulfenic
acid intermediate.


We also found that His198 often is located close to Cys208
(Fig. 4) The average d(Cys208-Sc . . .Nd1-His198) and d(Cys208-
Sc . . .Ne2-His198) distances range from 3 to 8 Å with minimum
distances of ∼2.7 Å (Table 2). Thus, His198 is likely to facilitate the
deprotonation of Cys208 and possibly also catalyze the formation
of the disulfide bridge.


Fig. 4 Distances d(Cys199-Sc . . .Sc -Cys208) (black line),
d(Cys208-Sc . . .Nd1-His198) (red line) and d(Cys208-Sc . . .Cf-Arg220)
(blue line) in the sulfenic acid form of OxyR with ionized Cys208
(configuration HIP198-CYA199-CYM208) during the 1 ns simulation
(MD_5).


The analysis of positions of Arg residues indicated that only
Arg220 was found close to both cysteines during simulations. It
should be noted that in all MD simulations of reduced and sulfenic
acid forms of OxyR the redox-active loop was kept in stable OX
conformation. Consequently, the positions of Arg201 and Arg266
toward Cys199 or Cys208 were rather different compared with the
situation in the crystal structure of the reduced form of OxyR.


On the basis of the MD results, available crystal structures, and
the recent study of Lee et al.,7 we propose the following catalytic
mechanism at the molecular level for the activation of OxyR
(Fig. 5 and 6): in the reduced form of OxyR Cys199 is located


in the interdomain pocket flipped out from the redox-active loop
which is in the RED conformation. Due to the strong positive
electrostatic potential, mainly from Arg266 and Arg201, it is in an
ionized state (CYM) as is the neighbor His198 residue (HIP). In
contrast Cys208 is completely exposed to the aqueous solution in
the crystal structure of the reduced form of OxyR, and therefore
fully protonated (CYS) and much less susceptible to attack by
hydrogen peroxide. The reactive thiolate ion of Cys199 reacts
with hydrogen peroxide to form the sulfenic acid intermediate.
In this reaction the positively charged imidazolium moiety of
His198 acts as an acid catalyst, which facilitates elimination of
the OH− leaving group from hydrogen peroxide by concomitant
proton transfer yielding water and the neutral His198 residue
(Cys199-S− + H2O2 + His198-H+ → Cys199-SOH + H2O +
His198). Our MD simulations do not provide a clear answer to
the conformation in which this reaction takes place, since in all
MD simulations the redox-active loop of OxyR remained stable
in the OX conformation. Lee et al. found that the activation of a
Cys208S mutant did not result in the change in the fluorescence
wavelength that was associated with the formation of the disulfide
bond.7 It was therefore concluded that formation of Cys199-SOH
does not lead to a change into the OX conformation. However,
considering the distance of 17 Å between the cysteines in the
reduced conformation, it seems clear that some conformational
changes are necessary to facilitate the reaction between Cys199-
SOH and Cys208S. Lee et al. propose that oxidation of Cys199
into Cys199-SOH leads to a destabilization of the Cys199 side
chain, which results in an expulsion of the side chain out of
the interdomain pocket.7 They further speculate that the high
flexibility in the 205–216 region makes it easier for the cysteines to
find each other.


Cys208 is first deprotonated by His198 in the presence of Arg220
(Cys208-SH + His198 → Cys208-S− + His198-H+). Thereafter
the thiolate ion of Cys208 reacts with Cys199-SOH, forming
the intramolecular disulfide of OxyR (Cys208-S− + Cys199-
SOH + His198-H+ → Cys199-S–S-Cys208 + H2O + His198).
Again, the imidazolium moiety of His198 acts as an acid catalyst
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Fig. 5 Proposed mechanism for the activation of OxyR by hydrogen peroxide from the reduced form to the oxidized disulfide form.


facilitating elimination of the OH− leaving group from the sulfenic
acid by concomitant proton transfer, yielding a molecule of
water and the neutral His198 residue. The formation of the
disulfide bond subsequently induces the transformation into the
OX conformation.


DFT calculations on oxidation of OxyR


The above-mentioned redox mechanism of OxyR was tested by
quantum chemical calculations and the results are summarized
in Table 3 and 4. In the discussion of the results we will refer
to energies computed at the B3LYP/6–31+G(d,p) level unless
otherwise noted.


Our preliminary semiempirical calculations on the decapeptide
sequence of the active-site residues of OxyR (data not shown) as
well as the crystal structure indicated possible different roles of the


nitrogens (Nd1 vs. Ne2) of the imidazole ring of His198 during the
first redox step of OxyR. Complex 1 presents a reaction system,
where Cys199 is deprotonated by the Nd1 nitrogen of His198. The
position of the imidazolium ion was built in order to match the
conformation and configuration of His198 in reduced OxyR.


The substitution, which starts from 1, proceeds via 2TS (Fig. 7)
and results in complex 3. According to the DFT calculations the
reaction proceeds as an SN2 bimolecular nucleophilic substitution
with concomitant proton transfer. At the transition state the S–
O bond has started to be formed and the O–O bond is slightly
elongated. The IRC showed that after passing the transition
state the proton of the oxygen that forms the bond to sulfur
is transferred to the oxygen that leaves as a water molecule.
Thereafter the histidine transfers its proton to the oxygen bonded
to sulfur. This whole process occurs in one concerted step. During
this step the histidine regains its neutral form and can subsequently
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Fig. 6 Computed stationary points along the potential energy surface for the activation of OxyR by hydrogen peroxide. The computations were
performed at the B3LYP level using the model systems shown in the figure.


Table 3 Relative energies (DE) including ZPE corrections, enthalpies (DH) and Gibbs free energies (DG) for the first redox step (reaction of Cys199 with
hydrogen peroxide) in the gas phase and aqueous solution (DGsol) in kcal mol−1


DEa B3LYP DEb MP2 DHg
a B3LYP DGg


a B3LYP DGsol
c B3LYP


1 0.0 0.0 0.0 0.0 0.0
2TS 14.9 14.6 15.1 15.9 14.1
3 −61.1 −70.3 −56.4 −57.7 −58.4


a B3LYP/6–31+G(d,p)//B3LYP/6–31(+S)G(d). b MP2/6–31+G(d,p)//B3LYP/6–31(+S)G(d). c PCM-B3LYP/6–31+G(d,p)//B3LYP/6–31(+S)G(d).


act as an acid–base catalyst in the forthcoming deprotonation of
Cys208 and substitution between Cys199-SOH and Cys208.


This reaction has an activation energy at 0 K of 14.9 kcal mol−1 at
the B3LYP level. The inclusion of thermal and entropy corrections
leads to a gas phase free energy of activation of 15.9 kcal mol−1


(Fig. 8). Inclusion of solvent effects corresponding to aqueous
solution lowers the free energy of activation to 14.1 kcal mol−1. The


value for the reaction in the protein is expected to lie in between
these values but much closer to the aqueous value, since a lowering
of the dielectric constant from 78 to 4, which is a commonly used
dielectric constant for proteins, only raises the solution activation
free energy by 0.4 kcal mol−1 to 14.5 kcal mol−1. Independent of
the solvation correction the sulfenic acid formation is found to be
strongly exergonic by almost 60 kcal mol−1.
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Table 4 Relative energies (DE) including ZPE corrections, enthalpies (DH) and Gibbs free energies (DG) for the proton-transfer reaction (deprotonation
of Cys208 by His198) and the second redox step (reaction of Cys199-SOH with Cys208) in the gas phase and aqueous solution (DGsol) in kcal mol−1


DEaB3LYP DEb MP2 DHg
a B3LYP DGg


a B3LYP DGsol
c B3LYP


4 0.0 0.0 0.0 0.0 0.0
5TS 1.0 2.2 1.1 2.4 −0.6
6 2.9 4.6 2.8 3.4 0.0
7 3.7 6.0 3.8 6.0 2.0
8TS 14.6 16.2 14.5 19.9 14.6
9 −14.2 −13.9 −9.3 −9.4 −19.2


a B3LYP/6–31+G(d,p)//B3LYP/6–31(+S)G(d). b MP2/6–31+G(d,p)//B3LYP/6–31(+S)G(d). c PCM-B3LYP/6–31+G(d,p)//B3LYP/6–31(+S)G(d).


Fig. 7 The B3LYP optimized transition state 2TS of the first redox step
between Cys199 and hydrogen peroxide. Bond lengths are in Å.


Fig. 8 Gibbs free energy (DG) profile for the first redox step between
Cys199 and hydrogen peroxide in the gas phase (black line) and aqueous
solution (blue line) in kcal mol−1.


It should be noted that we also investigated an alternative
transition state for the sulfenic acid formation. In this case the


reaction step starts from a complex where the histidine Nd1
proton is hydrogen bonded to the hydrogen peroxide rather than
to Cys 199. This complex can be generated by a conformational
interconversion from complex 1. This reaction sequence can also
be characterized as an SN2 bimolecular nucleophilic substitution
with concomitant proton transfer. The gas phase free energy of
activation was found to be 2.5 kcal mol−1 higher than for the
reaction sequence 1–2TS–3, but after solvation correction the
two activation energies were almost identical. Thus, it is not
possible to rule out this alternative reaction sequence from energy
considerations. However, we have chosen to focus on the first
reaction mechanism for clarity reasons.


The sulfenic acid intermediate formed in the first step of the
catalytic reaction reacts further to form the oxidized form of
the protein, i.e. a disulfide bridge is formed between Cys199
and Cys208. In our calculations this reaction sequence starts
from complex 4. It should be noted that it is not meaningful to
compare the energies of complex 3 with 4, since the protein has
to undergo a conformational change that brings the two cysteines
in closer proximity to initiate this reaction step. The first reaction
step involves a deprotonation of Cys208 by His198 to activate
the cysteine for the nucleophilic substitution (4 → 5TS → 6).
This proton-transfer reaction has a low activation free energy of
2.4 kcal mol−1 (DG‡). The resulting complex 6 is 1.0 kcal mol−1


higher in energy than the transition state after correction for zero
point effects (Fig. 9). It is not unusual that zero point correction
leads to a transition state that is lower in energy than the reactant
or product if the potential energy surface is very flat along the
reaction coordinate, and this effect can be seen as a consequence of
the Born–Oppenheimer approximation.26 The overall free energy
change of going from 4 to 6 is 3.4 kcal mol−1 in the gas phase and
0.0 kcal mol−1 after solvation correction. Complex 6 undergoes a
slightly endergonic conformational change into 7 before the final
reaction step takes place. This step, the nucleophilic substitution
of methanesulfenic acid by methanethiolate ion, proceeds by a
bimolecular SN2 mechanism with concomitant proton transfer
from a nitrogen of the imidazolium ion onto the oxygen of
the OH(−) leaving group. In this case the proton-transfer lags
significantly behind the substitution (Fig. 10). The activation free
energies are 13.9 and 12.6 kcal mol−1 in gas phase and aqueous
solution, respectively. The corresponding effective barriers for
the process going from 4 to 9 are 19.9 and 14.6 kcal mol−1


(Fig. 9). The best estimate for the protein reaction probably lies
in between these two values, but closer to the aqueous value. It
should be noted that the MP2 level overall gives similar energy
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Fig. 9 Gibbs free energy (DG) profile for the acid–base reaction between
Cys208 and His198 and for the second redox step between Cys199-S-OH
and Cys208 in the gas phase (black line) and aqueous solution (blue line)
in kcal mol−1.


Fig. 10 The B3LYP optimized transition state 8TS of the second redox
step between Cys199-S-OH and Cys208. Bond lengths are in Å.


differences as B3LYP, and thus confirms the validity of the B3LYP
results.


Our model system calculations give very similar activation free
energies for the two reaction steps, the sulfenic acid formation and
the disulfide bond formation, and it is not possible from these
results to determine which step is rate-determining. The energy


difference is much smaller than the expected effects due to the
truncation of the reaction systems. One easily observable conse-
quence of the truncation is that particularly the arginine binds too
strongly to the cysteines and/or the substrate. This is of course
an effect of the lack of alternative groups in the model systems
for the arginine to interact with. In the MD simulations we found
the arginines to be highly mobile and to interact more weakly
with the cysteines. We tried to investigate what effect this weaker
interaction would have on the reaction energetics and found that
it seemed to lower the activation energy for both the investigated
reaction steps (data not shown). Thus, the interactions with the
arginines only need to be sufficiently strong to keep the relevant
cysteines deprotonated. This would suggest that our computed
activation energies are more likely overestimated compared to ones
in in vivo systems. The experimental rate of hydrogen peroxide
activation is 9.7 s−1, which corresponds to an activation free
energy of 16 kcal mol−1. However, Lee et al. have suggested that
this rate corresponds to the conformational change into the OX
conformation and that the actual step of disulfide bond formation
has to have a rate that is two to three orders of magnitude higher to
compete with the reaction between Cys199-OH and GSH.7 This
corresponds to an activation free energy of 12–13 kcal mol−1,
which is in reasonable agreement with our best estimate of
around 15 kcal mol−1.


Summary and conclusions


It is noteworthy that the MD simulations of the reduced form
of OxyR started from the oxidized crystal structure but with
the disulfide bridge broken resulted in no conformational change
and kept the cysteines close in space during the 4 ns simulation.
This indicates that the OX conformation is a stable protein
conformation and not an artefact of the crystallization procedure
as has been suggested by Kim et al.6 The significance of the OX
conformation was further demonstrated by the simulations on the
sulfenic acid intermediate. Although our simulation results do not
support the existence of the RED conformation of OxyR, they
cannot be interpreted as contradictory to the crystal structure
determinations.5 The time-resolved fluorescence studies by Lee
et al.7 demonstrated that the rate of the conformational change
is in the order of 10 s −1, and thus it cannot be expected
that simulations on the nanosecond scale will provide much
information on the nature of the conformational change. However,
our calculations show that the flexibility of the redox-active loop
is significantly greater when one of the cysteines is deproto-
nated, and that deprotonation thus may induce conformational
changes.


Earlier theoretical studies had indicated that the two catalyzed
reaction steps, the sulfenic acid formation and the disulfide
formation, both require one of the cysteines to be in an ionized
state to obtain activation barriers of realistic magnitude.10 On the
basis of the MD simulations we were able to identify residues
that can aid the deprotonation and also catalyze the different
reaction steps. The His198 residue was found to often attain
positions close to Cys199 in the simulations that were relevant
for the deprotonation of Cys199 and the sulfenic acid formation.
Furthermore, in the simulations relevant for the disulfide bridge
formation it was also often found close to Cys208. These, two
observations indicate that His198 can function as a general
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acid–base catalyst throughout the catalytic cycle and facilitate
the deprotonation of both Cys 199 and Cys208.


On the basis of available crystal structures of OxyR and the
results of the MD simulations, a model of the catalytic reaction
going from the reduced to the oxidized state of the protein has
been proposed and tested by quantum chemical calculations in
model systems. The reaction starts with Cys199 and Cys208 in
ionized and protonated forms, respectively. The first reaction
step, the sulfenic acid formation, proceeds by a SN2 mechanism.
During this step His198 regains its neutral form by donating
a proton to the leaving group OH−, which thereby leaves as
H2O. The computed free energy of activation ranges between
14 and 16 kcal mol−1, depending upon the degree of solvation
correction.


The formation of Cys119-OH is expected to lead to the
expulsion of the Cys199 side chain out of the interdomain pocket
and result in a flexible loop around Cys199.7 This together with
the high flexibility of Cys208 is likely to increase the chance
of a collision between Cys199-OH and Cys208. The quantum
chemical calculations indicate that the disulfide bond formation
is preceded by a deprotonation of Cys208 by His198 in the
presence of Arg220. This proton transfer has a very low barrier
and proceeds with almost no change in free energy. The disulfide
bond is formed from the reaction of Cys208 with the Cys199
sulfenic acid. This reaction step, like the sulfenic acid formation,
proceeds by a SN2 mechanism with concomitant proton transfer
and His198 functioning as a acid–base catalyst. However, there is a
larger solvent effect here, and the computed activation free energy
decreases from 19.9 kcal mol−1 to 14.6 kcal mol−1 when going from
gas phase to aqueous solution. After the disulfide bond is formed
the protein is believed to undergo a larger conformational change
into the OX conformation.7


Both the sulfenic acid formation and the disulfide bridge
formation are estimated to have an activation free energy in the
order of 15 kcal mol−1. This is slightly lower than the 16 kcal
mol−1 that can be estimated from the experimental rate of
activation of 9.7 s−1. However, the rate-limiting step of the
activation process is believed to be the conformational change
to the OX conformation. Thus, both the sulfenic acid and
the disulfide bond formation are expected to be faster processes.
It is clear that the size of the model systems somewhat limits
the accuracy of the computed reaction energetics. However, there
is no reason to believe that a larger and more complete model
system would lead to significantly larger activation energies. We
can therefore conclude that our MD simulations as well as our
quantum chemical calculations support the previously established
model for activation of OxyR.3–5,7 In addition, this study has
provided new insight into the dynamics and atomic details of
this process.
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Here we report a modular design of self-assembly of DNA
nanostructures in a combinatorial approach; a square with
∼25 nm cavity dimension, a chair with ∼80 nm in height and a
line with ∼100 nm in length are formed through combinations
of four cross-shaped DNA tiles which are kept constant and
six variable linker tiles.


Structural DNA nanotechnology is aimed at the design and con-
struction of periodic or complex nanostructures using branched
DNA building blocks (DNA tiles) through sticky-end cohesion.1


The formation of different patterned lattices is usually achieved
through variation of the structure and sequence of the component
tiles. In recent years, there has been substantial progress in
designing a variety of DNA tiles and self-assembly of these
tiles have resulted in one-dimensional and/or two-dimensional
arrays with different periodicity and cavity sizes.2 These nano-
patterned DNA structures can be used as scaffolds to construct
nanoparticle arrays3 with potential applications in nanoelectronic
and nanophotonics or high density protein nanoarrays4 for
biodetection applications.


Modular design and reuse of DNA tiles in self-assembly allows
efficient tuning of the lattice patterns without modifying the
majority of the building blocks. For example, when only a small
number of tiles are modified, large 2D DNA lattices with different
cavity sizes have been produced.5 We recently also demonstrated
that, when only the sequences of the sticky ends are redesigned,
DNA tiles can be directed to connect in a way leading to fixed size
symmetric arrays.6


Here we report a new strategy of modular design using a
combinatorial approach. By varying the connectivity and position
of the 2-way linker DNA junction tile and keeping the 4-way DNA
junction modules unchanged, simple objects such as a square, a
chair and a line can be easily constructed through combinatorial
tile self-assembly. Fig. 1 illustrates the schematic design of this
approach. The formation of a square with a 25 nm cavity, a chair
80 nm tall and a line 100 nm long are achieved through combining
four different cross-shaped DNA tile2d as the corners (Fig. 1Ai)
and six different holiday junctions5 as the linkers (Fig. 1Aii). The
four corner tiles share five common strands (shown in blue color)
and each have five different strands, and the linkers all share two
common strands (in blue color) and each have two unique strands.


Department of Chemistry and Biochemistry & The Biodesign Institute Ari-
zona State University, Tempe, AZ 85287, USA. E-mail: hao.yan@asu.edu;
Fax: +1 480 727 2378; Tel: +1 480 727 8570
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Nano-Architectures and Nano-Machines.
‡ Electronic supplementary information (ESI) available: Methods, DNA
sequences used in this work. See DOI: 10.1039/b605208h


Fig. 1 A. The two kinds of tiles used in construction. i. A cross-shaped
tile acts as 4-way junction. ii. A holiday junction tile acts as a 2-way linker.
B. A square from four cross-shaped tiles (T1–T4, in light purple) and four
linker tiles (L1–L4, in dark purple). The unique sticky ends are labeled
as short segments in different colors. C. A chair from four cross-shaped
tiles and three linker tiles (L2, L3 and L5). D. A short line from four
cross-shaped tiles and three linker tiles (L1, L2 and L6).


The sequences of the sticky-ends are designed to allow for the
connection of the tiles in three different patterns. The square
(Fig. 1B) contains four corner tiles and four linker tiles (L1, L2,
L3 and L4). The chair structure (Fig. 1C) combines all the four
corner tiles and three linker tiles (L2, L3 and L5). The line structure
combines the same corner tiles and three linker tiles L1, L2 and
L6 (Fig. 1D).


Atomic force microscope (AFM) was used to demonstrate the
formation of the designed structures (shown in Fig. 2A–C). Three
representative figures are shown for each structure revealing the
correct shapes as designed. The yield of the square was ∼90%,
however the yields of the chair and line were ∼27% and ∼66%
respectively. This is because the unoccupied sticky-ends on the
cross-shaped tiles are left open and sometimes allow for non-
specific binding of tiles in different locations.


The dimension of the three structures can be precisely con-
trolled. The edge to edge distance of two cross-shaped tiles
linked with a holiday junction is ∼37.5 nm. The AFM cross-
section profiles of the square (Fig. 3A) and the chair (Fig. 3B)
measured that the distance between the edges of two neighboring
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Fig. 2 AFM images. A. Square. B. Chair. C. Line. The image sizes are
45 nm × 45 nm for A, 80 nm × 80 nm for B, and 95 nm × 108 nm for C.


Fig. 3 AFM image profile analysis. A. A square edge to edge distance. B.
A square distance between opposite sides. C. The width of the chair. D.
The length of the line.


cross-shaped tiles is ∼37.5 nm. The predicted center to center
distance between two opposite linkers on the square is ∼26.1 nm,


which is confirmed in Fig. 3C. The length of the line measured
as 103.9 nm (Fig. 3D) consistent with the predicted 103.9 nm.
The roughness of the line is partially due to the noise associated
with AFM and also the cantilever force could remove some of the
DNA.


In summary we have rationally designed and demonstrated the
self-assembly of three structures (square, chair and line) through a
combinatorial approach. By combining this approach with other
strategies such as nucleated DNA self-assembly,7 scaffolded DNA
origami,8 and step-wise self-assembly,9 it opens us possibility
to assemble more complex superstructures from the rich set of
building blocks available.
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Double cohesion has proved to be a useful tool to assemble robust 2D arrays of large tiles. Here we
present a variety of examples showing the utility of this approach. We apply this principle to the 3 types
of 2D lattice sections of arrays whose individual tiles are inherently 3 dimensional, because they contain
three vectors that span 3-space. This application includes motifs which are based on the tensegrity
triangle, the six-helix bundle motif and on three skewed triple crossover molecules. All of these designs
have the potential to form 3 dimensional structures if all three directions of propagation are allowed. If
one direction is blunted, 2D arrays form, and all 3 combinations are presented here. In addition, a large
parallelogram array that was not attainable previously using single duplex cohesion was also
constructed using double cohesion. For comparison, arrays which use another type of double cohesion,
double paranemic (PX) cohesion are also presented. Double cohesion of sticky ends proved to be the
more effective tool to assemble large motifs into arrays.


Introduction


One of the key aims of structural nanotechnology is to design
and construct robust structures that have the ability to self-
assemble into periodic arrays.1 Owing to its well-known structure
and predictable intermolecular interactions, DNA is widely used
to make such constructs. Reciprocal strand exchange between
DNA double helices, similar to the DNA Holliday junction,
has led to branched systems with multiple helical domains that
contain many strands. Simple procedures enable one to program
the relationship between sequence and structure.1 Complementary
sticky ends allow for programmable intermolecular cohesion, and
have been used to construct a variety of objects, periodic arrays,
and nanomechanical devices.2 The predictable geometry of sticky-
ended cohesion3 enables one to program specific intermolecular
structural features, such as patterns and cavities, on the nanometre
scale. In previous work, 2D crystalline DNA arrays have been
constructed from a variety of motifs including double crossovers
(DX),4,5 triple crossovers (TX),6 DNA parallelograms,7 and a four-
by-four structure.8


Recently, we reported a trigonal motif that incorporated double
cohesion.9 This means that each sticky end is replaced by a pair
of sticky ends. The individual units were constructed using DX
rather than linear duplex DNA. The DX molecule is about twice
as stiff as double helical DNA,10,11 so the resulting unit is inherently
quite rigid. In addition, the system assembles with double sticky-
ended intermolecular interactions instead of single sticky ends
(Fig. 1). Double intermolecular interactions seem to compensate
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for errors in twist between succeeding components, thus making
the connections less susceptible to individual variations. Trigonal
lattices, which were not previously attainable using other motifs
with single helical connections, were produced by this approach;
indeed, a control in which only single cohesion was used failed
to produce the target lattice. Here, we have expanded on this
observation in a DNA parallelogram system, with the same result.
We demonstrate that double cohesion is of value, not only in
producing target arrays, but also in demonstrating flaws in 2D
sections of 3D arrays. It is sufficiently robust that the arrays cohere,
even when there are inherent problems in the design. In addition,
we show that the alternative of double PX cohesion is less effective
than double sticky-ended cohesion for assembling 2D lattices of
DX triangles.


Fig. 1 Single and double sticky-ended cohesion. The cohesive nucleotides
are indicated by orange base pairs. (a) Single sticky-ended cohesion. A
single helix coheres with another helix through a single sticky-end pair.
(b) Double sticky-ended cohesion. Two branched molecules are shown, and
they cohere with each other twice. Note that these molecules show only
one half of each of the DX molecules that they represent; otherwise the
junctions would not form two collinear arrangements.
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Results


All the individual tiles discussed below are robust, in the sense
that blunt-ended versions of them migrate as single bands on
non-denaturing gels (data not shown), indicating that our starting
material is pure, homogenous and monodisperse. It is necessary
to make blunt-ended versions of the tiles, for this type of assay,
because sticky-ended versions can cohere in non-denaturing gels,
leading to the appearance of multiple species. The need for blunt-
ended versions of motifs to establish their robustness has been
known for about a decade.10


DX parallelograms


The simple DNA parallelogram consists of four Holliday junctions
fused to form a parallelogram.7 In each direction there is a length
of DNA corresponding to the side of the parallelogram and a
second length corresponding to the part between parallelograms
when an array is formed: for example, in the first parallelogram
reported,9 six turns of DNA were used in each direction, with
overhangs of one turn on each side, leading to four turns on
each edge within the parallelogram, described by a notation of
(4 + 2) × (4 + 2); thus, the periodic array contains a 4 × 4
turn parallelogram, a 4 × 2 turn parallelogram, a 2 × 4 turn
parallelogram and a 2 × 2 turn parallelogram. The same paper
reported a larger parallelogram, (6 + 2) × (4 + 2).7


We have tried to extend parallelogram arrays to somewhat
larger dimensions. We have been partially successful with simple
parallelograms of slightly larger dimensions; Fig. 2a illustrates an
array that is (4 + 4) × (4 + 4), and a second array that is (6 +
2) × (6 + 2).12 Attempts to achieve larger arrays were unsuccessful
when we used single helical domains for each direction. Given the
success of the DX motif in producing trigonal arrays, we tried
a DX parallelogram. Our target has been an (8 + 4) × (8 +
4) parallelogram array. A schematic of the motif used is shown
in Fig. 2c. We tried two different motifs, one in which all of the
crossovers forming the DX motifs were separated by even numbers
of half-turns (termed PDX-E-E), and a second, where the DX
crossovers within the boundaries of the square were separated by
odd numbers of half-turns (PDX-E-O). All sticky ends contain
six nucleotides. Fig. 2d shows that a somewhat fragmentary small,
array forms with the PDX-E-E motif, and that it displays the target
periodicity, 40 nm. However, the PDX-E-O motif is much more
successful. Fig. 2e illustrates a large array, also with a periodicity
of 40 nm. Fig. 2f is a zoom of that image, and Fig. 2g is the
autocorrelation function of the image in Fig. 2e, showing an angle
of 50◦ between domains. As will be seen below, arrays that mix odd
and even crossover separations are more successful than arrays the
contain only even crossover separations. What is the basis for the
success of the arrays? Is it the robustness of the DX parallelogram,
or is it the double cohesion? We performed the same control that
we did in the case of the DX triangle, with the same result: no
array formation is seen, only an individual parallelogram can
be discerned from the most successful AFM image, illustrated
in Fig. 2h.


3-Space-spanning motifs


The 3D-DX triangle. A key goal of DNA nanotechnology is
the construction of well-ordered 3D DNA periodic crystals.1 It is


Fig. 2 Experiments with parallelogram arrays. (a) A (4 + 4) × (4 +
4) single cohesion parallelogram array. The dimensions of the image are
310 × 310 nm. The pseudo periodicity is 13 nm (both inside and outside
the parallelogram are the same size) in agreement with expected values.
The angle between directions is 68◦, established from the autocorrelation
function (not shown). (b) A (6 + 2) × (6 + 2) single cohesion parallelogram
array. The dimensions of the image are 1500 × 1500 nm. The repeat
distance is 27 nm and the angle found is 60◦. (c) Schematic of the PDX-E-O
motif. The relationship of the four different DX molecules and their
constituent strands is visible. (d) An array formed by the PDX-E-E motif.
The image dimensions are 800 × 800 nm. The periodicity is 40 nm. (e) An
array formed by the PDX-E-O motif. The image dimensions are 1500 ×
750 nm. (f ) A zoom of the array shown in (e). This image has been rotated
90◦ from the view in (e). The dimensions are 200 × 100 nm. (g) The
autocorrelation function of the image in (f ). The dimensions are 150 ×
150 nm. The periodicity is 40 nm and the angle between directions is 50◦.
(h) A control experiment with single cohesion. This is the same self-assembly
as in panels (e–g), but with only a single sticky end in each direction. The
dimensions of this image are 200 × 200 nm. Other than a single box-like
image slightly left of center, there is nothing reminiscent of the arrays seen
in the successful self-assemblies.


possible to produce 3D arrays by combining planar motifs that are
rotated relative to each other by angles that are not full- or half-
rotations. However, there are a number of problems associated
with motifs that potentially can form first one plane, and then
another that must be inserted into it. Consequently, motifs that
span 3-space inherently appear to be a promising direction for
achieving the goal of 3D self-assembled arrays. The first such
motif was produced by Mao and his colleagues,13 and it is known
as the tensegrity triangle; it consists of three interwoven single-
helical domains connected by Holliday junctions. The robustness
of DX motifs has led us to produce a DX version of this motif,
termed the 3D-DX triangle, shown in Fig. 3a. Each edge is below
one DX and above another, thereby creating a motif that spans
3-space.


This journal is © The Royal Society of Chemistry 2006 Org. Biomol. Chem., 2006, 4, 3414–3419 | 3415







Fig. 3 Arrays of 3D-DX molecules. (a) A schematic of the 3D-DX motif.
Note that each of the directions corresponds to a DX molecule. The nearly
horizontal DX at the top is above the adjacent DX on the left and below
the one on the right. (b–d) Three independent periodic sections of the 3D-DX
motif with even numbers of half -turns between all crossovers. The dimensions
of the square panel edges are 2113, 2203 and 2192 nm, respectively. Note
the extensive curling in all three panels, although there is a nice flat image,
as well, in panel (c). (e–g) Three independent periodic sections of the 3D-DX
motif with alternating even and odd numbers of half -turns between crossovers.
These images are in the same order as in panels (b–d). The dimensions of
the square panel edges are 1926, 2501 and 2291 nm, respectively. Note
the lack of curling relative to (b–d). (h–l) Two-tile independent sections
and autocorrelation functions. Panels (h), (j), and (l) are two-tile images in
the same order as in the previous panels. The dimensions of the edges of
these square panels are 889, 748 and 1209 nm, respectively. Panels (i) and
(k) are the autocorrelation functions of the images in panels (h) and (j),
respectively. Their edges are of length 430 and 415 nm, respectively.


The design of successful DNA motifs that self-assemble into
a 3D array of high resolution has proved to be difficult.14 There
are many factors that can affect the success of the self-assembly.
One of these is simply errors in structural design. We felt that
it would be useful to establish the proper design of 3-space-
spanning motifs by determining whether double cohesion in two
directions produced a well-patterned 2D array, as examined by
AFM. If all three directions were flanked by sticky-ends, a three
dimensional periodic array would result. To form 2D arrays, we
put blunt ends in one of the linearly independent propagation
directions, and then repeated the experiment for the other two
directions. The resulting lattices are rhomboidal sections of a
rhombohedral lattice. Thus, examination of each motif consists of
three experiments, inspecting the three different sections formed
from each pair of directions in each motif.


The 3D-DX triangle was initially designed with only even
separations of half-turns between crossovers, both in the motif
and in the final lattice. In this design, there are 73 nucleotides
per repeat unit, or 7 double helical turns (24.8 nm). Between the
triangle vertices, there are 27 nucleotide pairs, and the sticky-end


length is 4 nucleotides on each overhang. Strictly even numbers
of half-turns between junction arrays may tend to form bends
over a long range due to errors in twist. To combat this effect, a
variation of this motif with alternating even and odd separations
was designed and built. This system also has 27 nucleotide pairs
between triangle vertices and 4-nucleotide sticky-ends. The repeat
distance between tiles is 84 nucleotide pairs, or 8 helical turns
(28.6 nm).


Fig. 3b–d show the atomic force micrographs produced by
the self-assembly of the 3D-DX triangle containing crossover
separations with even numbers of half-turns between all junctions;
a different direction of propagation has been blunted in each
image. There is evidence of curling in the arrays, possibly due
to the even-repeat repetition. The repeat distance (∼25 nm) is
in good agreement with the expected value (24.8 nm). Fig. 3e–g
show that 2D arrays built by alternating even and odd separations
do not experience the same the twisting effects that the even-
separation lattices exhibit. The repeat distance (∼28 nm) is also
within agreement with the expected (28.6 nm). It is possible to
build this array from two different tiles, which is shown in Fig. 3h,
3j and 3l. Fig. 3i and 3k contain the autocorrelation functions for
the images in panels h and j, respectively.


The six-helix bundle. The second motif we examined is also
constructed from a series of DX molecules. However, instead
of combining them in a tensegrity triangle, they are laid out
parallel to each other; unlike the TX molecule,6 they have not
been assembled so as to be roughly planar, but rather each DX
molecule is separated from the next by an angle of 120◦, to make
the motif a six-helix bundle15 (6HB). The 10.5-fold helicity of DNA
means that 7- and 14-nucleotide separations between crossovers
rotate them by 120◦. We have utilized this feature to produce a
bundle where 6 helices are interconnected in the same way as the
DX molecule. This structure is visible in the top part of Fig. 4a,
which shows a 6HB motif both end-on and laterally. Note the
helical repeat after two turns in the lateral image.


This motif also can span 3-space, using double cohesion.
Referring to the end-on image of the 6HB in Fig. 4a, one could
imagine using sticky ends to join the top two helical domains
in front to the bottom two domains at the rear. Likewise one
could imagine joining the bottom right domains in front to the
upper left domains in the rear, as well as joining the bottom left
domains in front to the upper right domains in the rear. The
vectors between the centroids of each of these DX component
ends span 3-space. Similarly to the 3D-DX triangle, if all three
DX domains were equipped with appropriate sticky-ends, a 3D
structure could assemble. Any pair of these vectors produce a
planar arrangement that is held together by only four of the six
sticky-end pairs. An example of such an array is shown in the lower
part of Fig. 4a, where the top and bottom DX pairs are indicated
as being blunt. Note that there are two ways to phase the selection
of these DX units within the 6HB molecule. Each unit of the
6HB is 6 turns in length (21.4 nm), with sticky-end lengths of 4
nucleotides. Both a single tile and two tile system using this motif
were assembled, but the single-tile system was not as successful
as the two-tile system. AFM images of the 6HB with each of the
three directions of propagation blunted are shown in Fig. 4b–d.
Fig. 4e shows the autocorrelation function corresponding to the
first direction. The measured repeat distance along the helix axis is
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Fig. 4 Two dimensional arrays of six-helix bundle motifs. (a) Schematics of
the motif. The top of the panel contains a cross-section and a lateral view
of the motif. Note the crossovers visible in the lateral view are separated by
two helical turns. The bottom of the panel shows how the motif can form
a 2D array. The corners of the hexagons correspond to the positions of
the helix axes in the motif. The red hexagons are closer to the viewer than
the blue hexagons. (b–d) Three independent sections of a two-tile six-helix
bundle motif 2D lattice. The edge-lengths of the images are 566, 342 and
480 nm, respectively. (e) Autocorrelation function of the array in (b). The
edge length of this image is 324 nm. This is the best-ordered of the three
autocorrelation functions; it is taken from an image different from the one
shown.


∼20 nm, in good agreement with the 21.4 nm distance calculated
from the components.


The skewed TX triangle. Another motif that inherently fills 3-
space is the skewed TX triangle, shown in three views in Fig. 5a.
The left side of Fig. 5a illustrates the basic component of this
array, and the two images on the right show the complete motif
containing three TX motifs. Also based on the tensegrity triangle,
this design replaces the double helix edge with TX molecules,


Fig. 5 Images of the skewed TX triangle. (a) Schematics of the motif. The
left drawing is the skewed TX structure, and the middle drawing shows a
view that emphasizes one of the three sides of the motif. The right view is a
3-fold symmetric picture of the motif. (b–d) The three independent sections
built from self -assembly of the motif. The edges of the three sections are
760, 1700 and 1200 nm, respectively.


which are connected by bulged three-arm junctions16 at the
vertices. The helices of the TX molecules are extended pair-wise
on either side, so that the pair of DX units forming the TX share
the middle helical domain. These pairs of DX units cohere with
other tiles. The design uses the TX motif with an odd number
of half-turns between both crossovers; there is an even number
of half-turns in the region between tiles. Again, if all three DX
helical domains were assigned sticky-ends, a 3D lattice would
form. Similarly, one direction was blunted in order to form 2D
arrays. All three directions were examined. There are 45 nucleotide
pairs between vertices, and a repeat of 8 turns (28.6 nm) in the
lattice that uses a sticky-end length of 6 nucleotides.


Fig. 5b–d show AFM images that illustrate the results of three
different directions of two-dimensional assembly of this motif. It
is evident that the 2D arrays also have a pseudo-rhombic pattern,
similar to the 3D-DX triangles. The average value for distances
in the three images is ∼29 nm, which is in good agreement with
the designed distance of 28.6 nm. There is a certain amount of
variability in the pattern seen in the different projections, but less
in the autocorrelation functions (not shown). Nevertheless, it is
clear that the motif is sufficiently robust to form well-ordered two-
dimensional arrays.


Double cohesion in a PX context


Another way to assemble large objects into 2D arrays is to use
paranemic (PX) cohesion. PX-DNA is a four-stranded coaxial
complex in which two adjacent parallel DNA double helices form
crossovers at every point possible.17 This produces two inter-
wrapped double helices in which the strands of either double helix
are completely unlinked to those of the other double helix. Hence,
the motif can be formed by two DNA dumbbells or by any other
pair of topologically-closed molecules tailed in dumbbells. For
example, two large topologically-closed DNA triangles have been
successfully combined using PX cohesion.18 Intramolecular PX
cohesion has also been central in the formation of a replicable
DNA octahedron.19 Initially, we attempted to form hexagonal 2D
arrays via simple PX cohesion.


In the design, each triangle edge is made up of three DX
molecules, all of whose helix axes are coplanar (Fig. 6a). The
inner double helices of the three sides are connected to form the
triangle. The outer double helixes are involved in inter-triangle
cohesion. At one end, the double helical domain extends to form
a half PX, while the other end is terminated by a loop extending
to the next side of the triangle. The PX overhang end is one and
a half PX turns of PX-DNA. The resulting lattice is designed to
be planar, with pseudo-trigonal symmetry. There are four kinds
of hexagons (I, II, III and IV) that consist of six triangles each.
The PX sequences on the six triangles are distinct so that the
association between triangles is highly specific. Therefore, eight
different triangles are required for this design. Only minimal
success (Fig. 6b) has been obtained with this approach, leading
merely to small or ill-formed arrays. The most successful image,
shown in Fig. 6c, is the only one found that features a six-triangle
arrangement flanking an open center.


We attempted to see whether it was possible to obtain better
results by using double PX cohesion, analogous to double sticky-
ended cohesion. To try first in a best-case scenario, we used
the DX-triangle motif used previously.9 PX cohesive motifs were


This journal is © The Royal Society of Chemistry 2006 Org. Biomol. Chem., 2006, 4, 3414–3419 | 3417







attached to each of the three directions of planar propagation. The
results, shown in Fig. 6d and 6e are not encouraging; we see the
same types of bent intermolecular structures in these images that
we saw in Fig. 6b. The DX-triangles are known to be robust, so
the flexibility must arise in the extra-triangular segments involving
the double PX cohesion. Further attempts to employ double PX
cohesion with this motif were abandoned.


Fig. 6 PX cohesion of a trigonal array. (a) A schematic of the designed
array. The motif is a triangle whose edges are all DX molecules, and all
helix axes are coplanar. There are eight different triangles (numbered in
Arabic numerals) with twelve different cohesive PX ends (A–K). They are
designed to assemble into four different hexagons (labeled with Roman
numerals) with trigonal symmetry. (b–c) AFM images of self -assembly
produced by single PX cohesion. The edges of the two images are 1409 and
113 nm, respectively. Individual triangles can be discerned, but the image
seen in (c) is the only example of six triangles flanking a cavity. (d–e) Images
of self -assembly produced by double PX cohesion. The edges of the images
are 2947 and 1829 nm, respectively. Although this motif was successful at
producing trigonal pseudohexagonal arrays when assembled with sticky
ends, double PX cohesion fails to produce the same result.


Discussion


We have expanded the applications of sticky-ended double cohe-
sion, showing that it is a successful tool for producing large arrays
in several contexts. Motifs, such as the parallelogram, had reached
their maximum propagation size with single sticky-ends, as seen in
Fig. 6b. Replacing single helices with DX molecules creates more
rigid motifs, which can then assemble with stronger intermolecular
interactions. Individual units of arrays can be made larger since
the connections between them are more robust. This allows for the
increase in the size of periodic units. The ability to control features
of arrays, including cavity size and patterns, is essential for success
in nanotechnology.


PX cohesion has been shown to be a promising way to assemble
intramolecular and small specific intermolecular DNA species, if
highly specific associations are used.18,19 However, neither single
PX cohesion nor double PX cohesion proved to be a useful means
of producing 2D arrangements that entailed triangular motifs.
Despite the nominal rigidity that such arrays would be thought to
have, the sections connected by PX or double PX cohesive termini
are seen repeatedly to be bent, and target structures only result
upon rare occasions.


Double sticky-ended cohesion may prove to be a useful tool
for the construction of 3D lattices. Self-assembly of 3D crystals
has been a central goal of nanotechnology since its origination.1


Three of the motifs described here have the capacity to span 3-
space. AFM examination of 2D arrays resulting from all three
directions of a blunted 3-space-spanning motif is a sensitive
method to determine where the assumption of uniformity in helical
motif structures breaks down. For example, the three different
2D sections of the 6HB motif consistently display autocorrelation
patterns of different quality. Thus, 2D sections of 3D motifs allows
for troubleshooting and tuning motifs to enable better designs.


Experimental


Molecular design, synthesis and purification


All of the DNA motifs in this paper were designed using the
program SEQUIN.20 The sequences are shown in the ESI‡ for
all motifs, except the DX triangles used in the PX cohesion
experiments; those triangles are identical to those reported earlier.9


The strands were synthesized either on an Applied Biosystems
394 or on an Expedite 8909, removed from the support, and
deprotected using routine phosphoramidite procedures.21 Some
additional strands were purchased from IDT (Coralville, IA). All
strands have been purified by denaturing gel electrophoresis; bands
were cut out of 12–20% denaturing gels and eluted in a solution
containing 500 mM ammonium acetate, 11 mM magnesium
acetate, and 1 mM EDTA.


Formation of hydrogen-bonded complexes and arrays


Complexes were formed by mixing a stoichiometric quantity
of each strand as estimated by OD260. Concentration of DNA
and buffer conditions varied. For the 3D DX triangle, DAE-E
and DAE-O versions, the DNA concentration was 2 lM and
0.25 lM respectively, in 50 mM HEPES, 200 mM ammonium
acetate, 150 mM magnesium acetate, 1 mM EDTA, pH 7.0 or
10 mM HEPES, 11 mM MgCl2, 1 mM EDTA, pH 7.8. The
final DNA concentration for the six-helix bundle was 0.5 lM
in 10 mM HEPES, 26 mM MgCl2, 1 mM EDTA, pH 7.8. The
DNA concentration for the skewed TX triangle was 0.2 lM,
in 10 mM HEPES, 11 mM MgCl2, 1 mM EDTA, pH 7.8. The
DX parallelogram concentration was 50 nM in 5 mM HEPES,
52 mM MgCl2, 2 mM EDTA, pH 7.8. With the exception of
the DX parallelogram, single tile mixtures were annealed from
90 ◦C to room temperature during 40 h in a 2 litre water bath
insulated in a styrofoam box. For systems using 2 tiles, each tile
was annealed separately, mixed at room temperature, and then
raised to 45 ◦C (for DX-3D triangle) or 37 ◦C (for 6HB) in a 2 litre
water bath, then cooled to room temperature in a Styrofoam box.
The parallelogram was assembled using a temperature-controlled
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programmable incubator. The first part of the protocol involved
cooling from 80 ◦C to 42 ◦C at a rate of 1 ◦C per hour. A
thermocycling procedure ensued which went as follows: 42 to 34
to 40 to 34 to 39 to 34 to 37.5 to 34 to 22 ◦C at a rate of 0.5 ◦C
per hour.


The hexagon PX cohesive arrays were formed in two steps. First,
the eight individual triangle molecules were annealed separately in
40 mM Tris, 40 mM acetic acid, 12.5 mM Mg acetate and 2 mM
EDTA using a step anneal (90 ◦C for 5 min, 65 ◦C for 30 min,
45 ◦C for 30 min, and 37 ◦C for 30 min). Triangles were combined
one at a time at 37 ◦C, and left at 37 ◦C for 30 min before the
addition of subsequent triangles. The complete mixture was then
left at 23 ◦C for 1 hour, and then 4 ◦C for 12 hours. The final DNA
concentration was 0.125 lM. Similar procedures were used for the
PX double cohesion arrays.


AFM imaging


A 5–7 lL of the sample was spotted on freshly cleaved mica
(Ted Pella, Inc.). For arrays imaged in contact mode, the sample
was left to adsorb from 2–20 min. To remove buffer salts, 15–20
drops of doubly distilled water were placed on the mica, the drops
were shaken off, and the sample was dried with compressed air.
Imaging was performed under 2-propanol in a fluid cell. For arrays
imaged in tapping mode in buffer, the sample was deposited and an
additional 25 lL of fresh buffer was added to both the mica and to
the liquid cell. All AFM imaging was performed on a NanoScope
IV (Digital Instruments) instrument, using commercial cantilevers
with Si3N4 tips.
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Cellular entry of imaging probes, such as contrast agents for magnetic resonance imaging (MRI), is a
key requirement for many molecular imaging studies, particularly imaging intracellular events and cell
tracking. Here, we describe the successful development and in vitro analysis of MAGfect, a novel
liposome formulation containing a lipidic gadolinium contrast agent for MRI, Gd-DOTA-Chol 1,
designed to enter and label cells. Liposome formulation and cell incubation time were optimised for
maximum cellular uptake of the imaging probe in a variety of cell lines. MRI analysis of cells incubated
with MAGfect showed them to be highly MRI active. This formulation was examined further for
cytotoxicity, cell viability and mechanism of cell labelling. One of the key advantages of using MAGfect
as a labelling vehicle arises from its potential for additional functions, such as concomitant drug or
gene delivery and fluorescent labelling. The gadolinium liposome was found to be an effective vehicle
for transport of plasmid DNA (pDNA) into cells and expression levels were comparable to the
commercial transfection agent TrojeneTM.


Introduction


Molecular imaging can be broadly defined as the in vivo char-
acterisation and measurement of biological processes at a cel-
lular or molecular level.1 Central to this field are the imaging
modalities themselves, namely nuclear imaging (positron emis-
sion tomography (PET) and single photon emission computed
tomography (SPECT)), optical imaging and magnetic resonance
imaging (MRI).2 Although nuclear and optical imaging techniques
currently dominate this research field, the attractive safety profile,
excellent resolution and long life-time of probes (contrast agents),
mean that MRI is proving to be a valuable technique, particularly
for the rapid translation of research to a clinical setting.


MRI is a non-invasive imaging technique that allows inves-
tigation of opaque organisms in 3D.3 The images are derived
from the NMR signal (behaviour of unpaired nuclear spins in
applied magnetic fields) of the protons of water molecules, where
the signal intensity in a given volume is a function of both the
proton relaxation times (longitudinal T 1 and transverse T 2) and
concentration of water.3,4 This signal intensity can be altered
by the presence of contrast agents (compounds possessing a


aImperial College Genetic Therapies Centre, Department of Chemistry,
Flowers Building, Armstrong Road, Imperial College London, London, UK
SW7 2AZ. E-mail: a.miller@imperial.ac.uk; Fax: +44 (0)20 7594 5803;
Tel: 44 (0)20 7594 5869
bIC-Vec Ltd, 13 Prince’s Gardens, London, UK SW7 1NA. E-mail:
m.jorgensen@imperial.ac.uk; Fax: +44 (0)20 7594 1061; Tel: 44 (0)20
7594 3150
cMolecular Imaging Group and Biological Imaging Centre, Imaging Sciences
Department, MRC Clinical Sciences Centre, Imperial College London,
Hammersmith Hospital, London, UK W12 0HS, jimmy.bell@csc.mrc.ac.uk;
Fax: +44 (0)20 8383 3038; Tel: 44(0) 20 8383 1517
† Present address: King’s College London, 8th Floor, Capital House, 42
Weston Street, London SE1 3QD. Email: michael.jorgensen@kcl.ac.uk;
Fax +44 (0)207 848 8122


paramagnetic ion core) such as gadolinium(III) (predominantly
affecting T 1 relaxation) or iron(III) (predominantly affecting T 2


relaxation) many of which have been FDA approved.3 Using
specific MRI sequences, the exact location of a contrast agent can
be pin-pointed within a sample, making these agents particularly
interesting for molecular imaging purposes.


Although gadolinium generally displays lower relative sensitiv-
ity compared to iron(III)-based contrast agents, it does induce
a positive contrast change in the MR images as opposed to
iron-induced darkening of images which is often undesirable in
biological systems. Thus the choice of contrast agent will depend
on the nature of the tissue being studied.


With the increasing amount of attention that cell-based thera-
pies are receiving as potential novel therapeutics, the development
of methods to permit non-invasive and repeated in vivo whole body
cell tracking are becoming highly desirable.5–8 Indeed, the ability
to gain dynamic information concerning the fate and interactions
of these transplanted cells within the whole body is critical to
its transition to medical practice. Currently cell tracking has
become an invaluable tool for studying the movement of cells
in animal disease models.9,10 For example Bulte et al.9 successfully
contrast labelled oligodendrocyte progenitors and tracked their
migration and subsequent role in neuron remyelination in rats
by MRI. The properties of stem cells mean that these cells have
received significant attention as potential therapeutics to replace
cells lost due to traumatic injury or degenerative disorders, and
as such there have been several examples successfully detailing in
vivo tracking of stem cells in animal models.11–13 Similarly, tumour
imaging has also become an important area of MR imaging and ex
vivo labelling of cancer cells with suitable contrast agents and the
behaviour of the reimplanted cell has been followed by MRI.14–16


In order to successfully image cell tracking two main basic
requirements must be met: (i) an effective method to label the
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cells with a suitable probe (long term labelling with minimal
cytotoxicity) and (ii) a method to track these cells. To date
the majority of cell labelling methods have involved the ex vivo
labelling of cells via either adhering the imaging probe to the
cell surface,17,18 or though its internalisation.9,11,19,20 Although
the former avoids circumnavigating the cell membrane it can
create problems though recognition of transplanted cells by the
host immune system. As such internalisation of suitable imaging
probes, such as gadolinium or iron-based contrast agents for
MRI is an attractive prospect. Currently the majority of contrast
agents are extracellular and have been designed as blood pool
imaging agents.21,22 However, with the increasing prominence of
molecular imaging as a discipline, there has been a few examples
of the development of membrane permeable contrast agents.11,23–29


Despite the successes of these agents they are either limited in their
ability to enter cells or to perform additional functions once inside
the cell. Our aim was to develop a liposome cell labelling system
which would be amenable to labelling a variety of cells, but could
also possess additional interesting functions such as delivery of
plasmid DNA (pDNA) or other nucleic acid derived therapeutics.
An additional aspect is that these liposomes can easily be modified
to include a fluorescent label.


Liposomes are artificially constructed spheres of lipid bilayer
which enclose an aqueous compartment. The key components
of liposomes are the lipids themselves and they control the
overall properties of the liposomes. In particular the introduction
of cationic lipids (such as CDAN (N ′-cholesteryloxycarbonyl-
3–7-diazanonane-1,9-diamine)30 or DOTAP (1,2-dioleoyl-3-
(trimethylammonio)propane))31 has been used for the develop-
ment of liposomes that are designed to enter both primary,32,33


and classical immortalised cell lines.34,35


Here we report on the development of a gadolinium cell labelling
liposome using a novel molecule, Gd·DOTA·chol 1 as the key lipid.
Gd·DOTA·chol 1 is a cholesterol-based gadolinium chelating lipid
that was designed to easily embed into the membranes of standard
cationic liposomes. The formulation and cell uptake analysis of a
variety of liposomes containing Gd·DOTA·chol 1 are detailed.
An optimised formulation, MAGfect, was selected and found
to successfully render cells MRI active though a mechanism of
cellular uptake. Transfection data with pDNA using the optimised
Gd·DOTA·chol 1 liposome is also shown.


Results and discussion


Synthesis of Gd·DOTA·chol (1)


The synthesis of the gadolinium lipid Gd·DOTA·chol 1 is shown
in Scheme 1. The reaction between N ′-cholesteryloxy-3-carbonyl-
1,2-diaminoethane 3 and DOTA·NHS·ester 2 proceeds readily
at room temperature in the presence of triethylamine. The metal
free ligand DOTA·chol 4 was isolated after silica gel column
chomatography as a pale water-soluble solid in good yield (76%).
The gadolinium complex Gd·DOTA·chol 1 was prepared in
high yield by reaction with Gd2O3 in water at 90 ◦C. Any
residual ionic impurities were removed using ion exchange resins.
Gd·DOTA·chol 1 was isolated as a white solid in excellent yield
and purity (as determined by HPLC, ESI-MS and ICP-AES
analysis).


Scheme 1 Synthesis of Gd·DOTA·chol 1 reagents and conditions: (a)
CHCl3, NEt3, RT, 3 h, 76%, (b) Gd2O3, H2O, 90 ◦C, 12 h, 58%.


MR Activity of gadolinium lipids


The efficacy of Gd·DOTA·chol 1 was assessed by measuring the T 1


relaxation time, T 1 relaxivity and obtaining contrasted MR images
of solutions containing the lipid (see Fig. 1 and Table 1). In each
case the efficacy of the lipid was compared to that of Gd·DOTA, a
clinically used contrast agent (DotaremTM, Guerbet S.A., Fr). MR
images provide an excellent visual representation of the efficacy
of a given sample and measurement of proton T 1 relaxation times
provides a quantitative analysis. An effective gadolinium contrast
agent gives rise to a sharp decrease in the T 1 relaxation time, which
manifests itself in an increase in the visual signal intensity. The T 1


saturation recovery method was used to determine T 1 values for
the different compounds and labelled particles. It is governed by


Table 1 T 1 Relaxation times for Gd·DOTA·chol and appropriate con-
trols (% decrease compared to water)


Sample T 1 relaxation/ms Decrease in T 1 relaxation (%)


1 Water 2937 ± 28 —
2 Gd·DOTA·chol 1 446 ± 13 85
3 Gd·DOTA 390 ± 8 87


Fig. 1 MR Images of Gd·DOTA·chol 1 and the appropriate controls
show the MR activity (bright contrast) of Gd·DOTA·chol lipids. (1. Water,
2. Gd·DOTA·chol, 3. Gd·DOTA).
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Table 2 Liposome formulations, associated size and uptake efficiency


CDAN (%) DOPE (%) DOTAP (%) Gd·DOTA·chol (%) DSPC-Rhodamine Size/nm Uptake (%) GD uptake/lg


20 29.5 — 50 0.5 130 12.3 0.07
20 39.5 — 40 0.5 121 20.7 0.10
40 29.5 — 30 0.5 101 38.2 0.14
35 39.5 — 25 0.5 158 42.4 0.13
30 49.5 — 20 0.5 127 30.5 0.08
60 29.5 — 20 0.5 115 27.9 0.04
50 39.5 — 10 0.5 106 35.1 0.05
— — 49.5 50 0.5 130 13.1 0.06
— — 59.5 40 0.5 121 13.2 0.09


eqn 1, where x is the TR value, and Si is the measured signal for a
given TR point.


Si = S0(1 − e(−x/T1)) (1)


Relaxivity per gadolinium ion was determined by measuring the
T 1 of solutions with different concentrations of Gd·DOTA·chol 1
in water. The data is then fit to the following equation


R1 (C) = 1/T 1(C) + a1 × C (2)


where R1(C) is the relaxivity in units mM−1 s−1, and 1/T 1(C)
is the measured solvent relaxation rate in the presence of
Gd·DOTA·chol, with a1 and C being the T 1 relaxation and
concentration values, respectively.


As shown in Fig. 1 and from data in Table 1 it is evident
that the novel gadolinium lipid, Gd·DOTA·chol 1 is an effective
MRI contrast agent. There is a significant decrease in the T 1


relaxation times and a resultant increase in the observed signal
intensity (brightening of the image) compared to that from the
control sample (water only). The relaxivity of Gd·DOTA·chol 1,
4.42 ± 0.77 mM−1s−1, compares well with that of the clinically used
contrast agents DotaremTM and MagnevistTM, 5.25 mM−1 s−1.36


This is an encouraging result which reflects the signal enhancement
ability of our novel gadolinium lipid compared to clinical agents.


Towards MAGfect: ascertaining an optimised liposome formulation


Cationic liposomes are readily taken up into cells via either endo-
cytosis or membrane fusion. The initial attachment is mediated via
electrostatic interactions between the slightly negatively charged
cell surface and the positively charged liposomes. The ideal cell
labelling liposome must be able to facilitate this interaction whilst
delivering the maximum amount of gadolinium to the cell.


A series of 9 cationic liposomes were formulated. These
formulations were based on either the N ′-cholesteryloxy-
carbonyl-3,7-diaza-1,9-diaminonane (CDAN)–dioleoylphosphat-
idylethanolamine (DOPE) or 1,2-dioleoyloxy-3-(trimethyl-
ammonio)propane (DOTAP) systems. The liposomes contained
from 20–60 mol% cationic lipid, 10–50 mol% Gd·DOTA·chol
1 and 0.5 mol% DSPE–Rhodamine (as a fluorescent probe
for the uptake assays), were sonicated until they were between
100–150 nm in size and titrated until a physiological pH was
obtained. The cell labelling efficiency of each formulation was
then assessed using the fluorescence cell uptake assay. In brief, the
liposomes at various doses were incubated with cultured cells for
either 4 or 8 h. After incubation the cells were thoroughly washed
and lysed. The lipids taken into the cells were extracted from the


cell lysate using a chloroform–methanol mix. The organic extracts
were then analysed by fluorescence spectroscopy to quantify
the amount of DSPE–Rhodamine, and therefore the amount of
liposomes and Gd–lipid taken into cells.


Results, shown in Table 2, indicated that CDAN-based cationic
liposomes were more efficient labelling vehicles than DOTAP-
based liposomes, and thus, the maximum labelling efficiency was
achieved with the MAGfect liposome formulation of 40 mol%
CDAN, 30 mol% DOPE and 30 mol% Gd·DOTA·chol 1 (0.14 lg
of Gd per 80 000 cells).


To further test the versatility of this liposome formulation,
uptake experiments with the optimal MAGfect construct were
repeated on MCF-7 and Neuro-2a cell lines. These cell lines were
chosen arbitrarily from commonly used cell stocks available in
our laboratories. Results from these experiments, in addition to
results from the HeLa cell line, are shown in Fig. 2. It is evident
that increasing both the liposome–cell incubation time and dose of
liposome used results in substantial increases in the total liposome
(and subsequently gadolinium label) taken into the cell (p <


0.05). However, it was noted that using either a 24 h incubation
time or the highest dose of liposome (18 lg of total lipid) often
resulted in a substantial amount of cell death. These trends were
further verified using 14C uptake protocols, where 14C-cholesterol
molecules were incorporated into the liposomes instead of the
fluorescent rhodamine lipid and the uptake was quantified with
the radioactivity measured in the cell lysate.


Any effective cell labelling vehicle must be able to transfer
the label without inferring cytotoxic effects while maintaining
an adequate level of cell viability. For these studies, cells were
incubated with the liposomes (6, 12 and 18 lg) for 4 and 8 h,
washed and allowed to proliferate for an additional 24 h to
assess adverse cellular response after liposome incubation. The
cytotoxicity of MAGfect in vitro was determined using the lactate
dehydrogenase (LDH) assay and cell viability was measured using
a standard methyl thiazole tetrazolium (MTT) assay. The results
showed limited cytotoxicity for all incubation times and liposome
doses (<10%), except for the maximum dose of liposomes (18 lg
total lipid) with prolonged incubation time. Similarly, MTT
viability profiles show 80–90% viability for 4 h incubation and
only marginally less for the 8 h incubation period, for both the 6
and 12 lg doses. Decreased viability is observed at the maximum
dose. Overall the ideal cell labelling conditions were deduced to
be a 12 lg dose of MAGfect with an 8 h incubation time. Here,
30% of MAGfect was taken into cells, corresponding to around
0.07 lg of Gd·DOTA·chol 1 per total cellular content, conferring
<4% cytotoxicity and an average of 75% cell viability.
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Fig. 2 Relationship between dose of MAGfect liposomes to mass of gadolinium taken up into the cells at 4 and 8 h incubation times, respectively, with
optimal liposome formulation for MAGfect: CDAN (40 mol%)–DOPE (30 mol%)–Gd·DOTA·chol 1 (30 mol%). Increase in incubation time and dose
results in increased Gd–lipid uptake.


Analysis of labelled cells


Cells treated with the MAGfect gadolinium liposomes were
analysed by MRI to see if they were MR visible and efficient
contrast agents. For the MRI analysis, 106 HeLa cells were labelled
(using scaled-up optimised conditions) and harvested. The cells
were transferred to an Eppendorf tube and imaged. As controls,
cells treated with liposomes containing no gadolinium were also
studied. The results of these experiments are shown in Fig. 3 and
Table 3.


Fig. 3 MR images of gadolinium containing liposomes and cells show
positive contrast and, thus, successful cellular labelling. (1) MAG-
fect gadolinium liposomes (CDAN (40 mol%): DOPE (30 mol%):
Gd·DOTA·chol 1 (30 mol%) at 1.2 mg mL−1), (2) control liposomes
(CDAN (40 mol%): DOPE (30 mol%): cholesterol (30 mol%) at
1.2 mg mL−1), (3) PBS, (4) cells incubated with MAGfect gadolinium
liposomes, (5) cells incubated with control liposomes, (6) control cells
(untreated), (7) PBS.


The optimised MAGfect gadolinium liposomes are effective
contrast agents (see Fig. 3). There is a clear increase in signal
intensity (brightening of the image) with the gadolinium liposomes
compared to the control liposomes, which appear dark. Analysis
of the T 1 relaxation times for these samples confirms this, with the
gadolinium lipids reducing the T 1 relaxation time to 84% of its
original value, compared to the control liposomes and PBS alone.


An interesting observation is that the relaxivity (i.e., the
potential to shorten the T 1 or T 2 relaxation times of water) of


the Gd–liposomes is similar to values obtained for the individual
Gd·DOTA·chol lipids themselves. This is unexpected since macro-
molecular contrast agents, such as liposomes, have been shown to
tumble slower designated by a parameter called the rotational
correlation time s which has an effect of increasing the relaxivity
(i.e., lower T 1 values).37 A preliminary analysis of Gd·DOTA·chol
by photon correlation spectroscopy (PCS) shows the lipids to
have similar sizes to the liposomes, indicating that when dispersed
in water they self assemble forming macromolecular structures
thus likely accounting for similar relaxivity values calculated for
the liposomes. This observation raised further concerns that the
Gd·DOTA·chol, when mixed with CDAN and DOPE, may not
be forming homogenous liposome assemblies and instead it may
be formulating a heterogenous mixture of macrocycles containing
mixed ratios of lipid components. In order to investigate this pos-
sibility, X-ray studies were performed on the MAGfect liposome
mixture. Detection of a single diffraction peak at 20 nm confirmed
that indeed a homogenous liposome assembly was being obtained.
PCS analysis showed a liposome dispersity size range of 350.7 ±
160 nm.


A series of confocal microscopy experiments were conducted to
ascertain a preliminary mechanistic analysis of the cell labelling,
i.e., whether the liposomes are entering the cells or merely attached
to the cell surface. IGROV-1 cells were grown on glass slides
and incubated with fluorescently (0.5 mol% DSPE–Rhodamine)
labelled optimised MAGfect for 4 h. After incubation the cells
were thoroughly washed (see the Experimental section) to remove
any liposomes adhered to the cell surface, and the glass slides
were mounted for microscopic analysis. A 3D laser scanning
micrograph of a typical image is shown in Fig. 4.


The image shows that the MAGfect liposomes are ubiquitously
present within the cytoplasm of the cell, but do not appear to


Table 3 T1 Relaxation times for MAGfect gadolinium liposomes, MAGfect labelled cells and appropriate controls


Sample T 1 relaxation/ms Decrease in T 1 relaxation (%)


1 MAGfect 445 ± 13 84
2 Control liposomes 2763 ± 166 —
3 PBS 2826 ± 174 —
4 Cells incubated with MAGfect 1572 ± 180 45
5 Cells incubated with control liposomes 2624 ± 354 —
6 Cells only 2761 ± 704 —
7 PBS 2826 ± 174 —
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Fig. 4 Laser scanning micrograph projection of cells shows internaliza-
tion of MAGfect liposomes containing Rhodamine and gadolinium labels.


be in the nucleus. The usage of the fusogenic lipid, DOPE, in
the liposomes assists in their cytoplasmic delivery as it promotes
endosomal disruption. These results are in agreement to work
performed by Keller et al. which demonstrated cellular uptake of
similar CDAN-based liposome–DNA (LD) complexes.38


Transfection with pDNA


One of the principle advantages of using liposomes as a cell
labelling vehicle is the potential for delivery of a multi-functional
vector into cells. To test the scope of the new optimised gadolinium
liposome developed for cell labelling, a series of cell transfections
of pDNA (encoding the b-galactosidase reporter gene) were under-
taken using MAGfect–pDNA complexes (termed MAGfect LD
particles). The in vitro cell transfections were performed on HeLa,
MCF-7 and Neuro-2a cell lines, and the data gained is reported
as b-galactosidase activity, ascertained using a chemoluminescent
assay, in relative light units (RLU) per mg of cellular protein (see
Fig. 5). TrojeneTM (Avanti Polar Lipids, USA) LD particles were
used as a benchmark to assess their transfection efficiency.


MAGfect displays comparable transfection efficiencies to the
commercially available TrojeneTM demonstrating that the transfer
and expression of pDNA by gadolinium containing liposomes is
therefore not significantly affected by the presence of a gadolinium
metal chelate (p � 0.05). Both the cytotoxicity and the cell viability
of both LD particles were assessed as before. No significant
unfavourable cellular effects or differences between the two DNA
vectors was observed. These preliminary results show that the
optimised MAGfect gadolinium cell labelling particle can also
mediate transfer of pDNA with no adverse cellular response.


Conclusions


In summary, we have described the development and in vitro
analysis of MAGfect, a novel liposome formulation containing
a lipidic gadolinium contrast agent for MRI designed to enter
and label cells. The optimised liposome formulation and labelling
conditions were ascertained by examining the effect of variations
in lipid formulation, liposome–cell incubation time and liposome


Fig. 5 Transfection with LD systems. MAGfect liposome (CDAN (40
mol%): DOPE (30 mol%): Gd·DOTA·chol (30 mol%)) LD particles,
TrojeneTM (CDAN (50 mol%): DOPE (50 mol%)) LD particles. All
LD particles were formulated with 12 : 1 liposome–DNA ratios (w/w).
Transfections were performed on HeLa, MCF-7 and Neuro-2a cell lines
cells (48-well plate, 80 000 cells per well). 0.25 lg of DNA was added per
well. No hindrance in efficiency was observed with the incorporation of
Gd·DOTA·chol.


dose on uptake of the gadolinium probe into the cells. Using LDH
and MTT assays the cytotoxicity and cell viability induced by the
optimised liposome was also assessed and found to be minimal
(<4%).


MRI analysis of cells incubated with MAGfect under optimised
conditions showed them to be highly MRI active, reducing the T 1


relaxation of the cells to <50% of their original values, comparable
to other published results.4 Furthermore our initial mechanistic
investigations revealed that the mechanism of labelling proceeds
via entry of the liposomes into the cells. The liposomes appear
to be ubiquitously distributed throughout the cytoplasm, but not
within endosomal compartments or the cell nucleus. One of the
key advantages of using a liposome based labelling system is the
potential for the liposome to possess additional functions, such
as delivery of a gene or drug, which would be a valuable tool for
molecular imaging. MAGfect was found to be an effective vehicle
for transport of pDNA into cells and did not inhibit its expression.


Overall the results detail development of an effective gadolinium
cell labelling vehicle to permit MR imaging of cells. The intrinsic
make-up of liposomes means they are readily adaptable particles
and using these results as a bench-mark it will be possible to further
tailor MAGfect to be amenable to label a variety of cell lines.
Using previous liposome/stem cell research as a guideline it would
be interesting to modify our system for uptake into stem cells.
This application would be of great interest for many molecular
imaging studies and would provide a valuable imaging tool, which,
having been based on clinically approved contrast agents, could
be translational to clinical research.


Experimental


Materials


1,2-Dioleoyloxy-3-(trimethylammonio)propane (DOTAP), N ′-
cholesteryloxycarbonyl-3–7-diazanonane-1,9-diamine (CDAN)
and DSPE–Rhodamine were obtained from Avanti Polar Lipids
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(Alabaster, AL, USA). 1,4,7,10-Tetraazacyclododecane-1,4,7,10-
tetraacetic acid mono(N-hydroxysuccinimidyl ester) (DOTA·
NHS·ester) and 1,4,7,10-tetraazacyclododecane-1,4,7,10-
tetraacetic acid (DOTA) were obtained from Macrocyclics
(Dallas, TX, USA). CH2Cl2 was distilled over P2O5. All other
chemicals were of analytical grade or the best grade available and
purchased from Sigma-Aldrich (UK).


Synthetic chemistry


General procedures. 1H and 13C NMR spectra were recorded
on a Bruker Advance 400, using residual isotopic solvent (CDCl3,
dH = 7.27 ppm, dC = 77.0 ppm; CD3OD, dH = 3.84 ppm,
dC = 49.05 ppm) as internal reference. For NMR characteri-
sations cholesterol is numbered using the standard format.38,39


Mass spectra were performed using VG-070B, Joel SX-102 or
Bruker Esquire 3000 ESI instruments. IRs were obtained on a
JASCO FT/IR-620 infra-red spectrometer. UV spectroscopy was
conducted on a Pharmacia Biotech UItrospec 4000 spectrometer
at defined wavelengths. Analytical HPLC was conducted on a
Hitachi-LaChom L-7150 pump system equipped with a Polymer
laboratories PL-ELS 1000 evaporative light scattering detector.
HPLC method 1: Vydac C-4 peptide column (4.6 × 250 mm):
gradient H2O (0.1% TFA)–MeCN (0.1% TFA)–MeOH, 0 min
[100 : 0 : 0], 1–15 min [0 : 100 : 0], 25 min [0 : 100 : 0], 25.1 min [0 :
0 : 100], 45 min [0 : 0 : 100], 45.1 min [100 : 0 : 0], 55 min [100 : 0 : 0];
flow 1 mL min−1. HPLC method 2: Astec Diol Column (4.6 × 250
mm): solvent mixture A: hexane–isopropanol–glacial acetic acid–
triethylamine (101 : 21 : 2 : 0.1 by volume); solvent mixture B:
isopropanol–water–glacial acetic acid–triethylamine (105 : 17.5 :
2 : 0.1); gradient 0 min [95% A–5% B], 20 min [0% A–100% B], 23
[95% A–5% B], 45 min [95% A–5% B]; flow 1 mL min−1.


1,4,7,10-Tetraazacyclododecane-1,4,7,10-tetraacetic acid mono-
(N ′-cholesteryloxy-3-carbonyl-1,2-diaminoethane)amide (DOTA·
chol; 4). DOTA·NHS·ester 2 (75 mg, 0.15 mmol) was dissolved
in dry chloroform (40 mL). N ′-Cholesteryloxy-3-carbonyl-1,2-
diaminoethane (70.7 mg, 0.15 mmol) and triethylamine (415 lL,
302 mg, 2.99 mmol) were added to the solution.40 The reaction
was stirred at room temperature under argon until TLC indicated
completion (∼3 h). The solvents were removed in vacuo and the
resulting residue purified by silica gel column chomatography
[CH2Cl2–MeOH–NH3 92 : 17 : 1 → CH2Cl2–MeOH–NH3 75 : 32 :
3], giving the title compound 4 (97 mg, 76%) as a pale yellow solid.
FTIR (nujol) mmax 3139, 2919, 2725, 1708, 1589, 1459, 1405, 1376,
1154, 1092, 1013 cm−1; 1H NMR (MeOD) 0.71 (3 H, s, 18-CH3),
0.86–0.87, 0.86–0.88 (2 × 3 H, d, J = 6.4 Hz, overlapping 1.2 Hz,
27-CH3, 26-CH3), 0.93–0.94 (3 H, d, J = 6.4 Hz, 21-CH3), 1.02
(3 H, s, 19-CH3), 1.04–1.64 (21 H, m, 1-CH2, 9-CH, 11-CH2, 12-
CH2, 14-CH, 15-CH2, 16-CH2, 17-CH, 20-CH, 22-CH2, 23-CH2,
24-CH2, 25-CH), 1.81–2.09 (5 H, m, 2-CH2, 7-CH2, 8-CH), 2.27–
2.34 (2 H, m, 4-CH2), 2.50–3.10 (22 H, m, 3′-CH2, 4′-CH2, 7′-CH2,
4 × NCH2CH2N), 3.10–3.56 (8 H, m, 3 × CH2COOH), 4.34–4.39
(1 H, m, 3-CH), 5.33–5.39 (1 H, m, 6-CH); 13C NMR (MeOD) 12.4
(18-CH3), 19.3 (21-CH3), 19.8 (19-CH3), 22.2 (11-CH2), 23.0 (27-
CH3), 23.2 (26-CH3), 25.0 (23-CH2), 25.4 (15-CH2), 26.4 (16-CH2),
29.2 (25-CH), 29.4 (2-CH2), 33.1 (8-CH) 33.3 (7-CH2), 37.1 (20-
CH), 37.4 (22-CH2), 37.8 (10-C), 38.3 (1-CH2), 39.8 (24-CH2), 40.6
(4′-CH2), 40.7 (4-CH2), 41.1 (3′-CH2), 41.2 (12-CH2), 43.5 (13-C),
51.7 (9-CH), 54.22 (br, NCH2CH2N × 4), 57.6 (17-CH), 58.1 (7′-


CH2), 58.2 (14-CH), 60.2 (2 × CH2COOH), 60.4 (1 × CH2COOH),
75.7 (3-CH), 123.5 (6-CH), 141.3 (5-C), 158.8 (1′-CO), 175.1 (6′-
CO), 179.8 (2 × CH2COOH), 179.9 (1 × CH2COOH); m/z (FAB
+ve) 859 (M + H); FAB-MS m/z for C46H78N6O9K (M + K)
calculated 897.5467, found 897.5487; HPLC analysis-method 1:
Rt = 24.5 min; method 2: Rt = 21.95 min.


Gadolinium(III) 1,4,7,10-tetraazacyclododecane-1,4,7,10-tetra-
acetic acid mono(N ′-cholesteryloxy-3-carbonyl-1,2-diamino-
ethane)amide (Gd·DOTA·chol; 1). DOTA·cholesterol 4 (50 mg,
0.058 mmol) was dissolved in water (10 mL). Gadolinium
oxide (8 mg, 0.029 mmol (1 eq. per Gd)) was added to the
solution, forming a cloudy suspension. The reaction mixture
was heated to 90 ◦C for 12 h. The solution was cooled to
room temperature and to it were added cation-exchange resin
(Amberlite IR 12/H+-form) and anion-exchange resin (Amberlite
IRA 67/OH · · · form). After stirring for 60 min at ambient
temperature, the resin was collected by filtration though 0.22 lm
filters. The filtrate was removed by freeze-drying rendering the
title compound 1 (35 mg, 58%) as a pale yellow solid. The xylenol
orange test showed an absence of free gadolinium ions. IR (nujol)
mmax 3137, 2918, 1599, 1458, 1403, 1376, 1319, 1244, 1156, 1084,
1002 cm−1; m/z (ESI +ve) 1014 (M+); HPLC analysis method 1:
Rt = 25.5 min; method 2: Rt = 23.75 min.


N.B. The mass spectrum shows the complex with all abundant
isomers of gadolinium bound.


Gadolinium(III) 1,4,7,10-tetraazacyclododecane-1,4,7,10-tetra-
acetic acid (Gd·DOTA). DOTA (50 mg, 0.123 mmol) was dis-
solved in water (10 mL). Gadolinium oxide (22 mg, 0.0618 mmol,
0.5 eq. (1 eq. per Gd)) was added to the solution, forming a
cloudy suspension. The reaction mixture was heated to 90 ◦C for
12 h, upon which the solution was clear. The xylenol orange test
showed there was no free gadolinium in solution. The reaction
was cooled to room temperature and to it were added cation-
exchange resin (Amberlite IR 12/H+-form) and anion-exchange
resin (Amberlite IRA 67/OH-form). After stirring for 60 min at
ambient temperature, the resin was collected by filtration though
0.22 lm filters. The filtrate was removed by freeze-drying rendering
the title compound (42 mg, 61%) as a white shiny powder (mp >


260 ◦C). The xylenol orange test showed that there was no free
gadolinium present: FTIR (nujol mull) mmax 3401, 2976, 2876, 2828,
1658, 1630, 1551, 1468, 1409 cm−1; m/z (ESI +ve) 558 (M+), 279
(2M+); HPLC analysis-method 1: Rt = 3.5.


N.B. Mass spectrum shows the complex with all abundant
isomers of gadolinium bound.


MRI analysis of Gd·DOTA·chol


Gd·DOTA·chol 1 and Gd·DOTA (and controls of the metal free
compounds) were dissolved in appropriate solvents to give a final
concentration of 0.5 mM. The solutions (200 lL) were placed in
Eppendorf tubes and imaged at 4.7 T , spin echo sequence: TR =
50, 100, 200, 300, 500, 700, 1200, 3000, 5000, 7000 ms, TE = 15 ms,
number of signal averages = 2, 1 slice coronal (2 mm thick). FOV;
70 × 70 mm2, collected into a matrix of 256 × 128. To ensure a
fair comparison of the efficacy of each compound, blank tubes
containing the respective compounds solvents were also imaged.
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Relaxivity analysis of Gd·DOTA·chol


T 1 values were obtained using the method described above for
five concentrations of Gd·DOTA·chol 1: 1.724960, 1.508108,
1.181876, 0.8871224, 0.4769475 mM, and the relaxivity was
calculated using eqn 2.


Liposome formulation


All lipids were stored as stock solutions in anhydrous organic
solvents (CHCl3, MeOH or mixture of both), at −20 ◦C under
argon. Liposomes were made with a variety of defined molar ratios
of individual lipids to give a defined total lipid concentration of
1.2 mg mL−1 in water. Fluorescent liposomes always contained 0.5
mol% DSPE–Rhodamine as a fluorophore.


Appropriate volumes of each lipid stock were placed in a round
bottom flask (typically 10 mL) containing distilled CH2Cl2 (1 mL)
and stirred to ensure thorough mixing of the lipids. The solvent
was slowly removed in vacuo to ensure production of an even lipid
film. The film was re-hydrated with water (defined volume). The
resulting solution was sonicated for 1–10 min, in order to form
liposomes of appropriate size. The pH of the liposomal suspension
was checked by pH Boy (Camlab Ltd., Over, Cambridgeshire, UK)
and if appropriate adjusted to neutral by addition of aqueous
solutions of NaOH and HCl. For each preparation, the size
distribution of liposomes was measured by photon correlation
spectroscopy (PCS) to ensure a size distribution of below 200 nm.
MAGfect liposomes were one-phase as verified by small angle
X-ray diffraction.


In vitro fluorescent cell uptake assay


Twenty four hours prior to liposome uptake, adherent HeLa,
MCF-7 and Neuro-2a cells were grown in Dulbecco’s modified
Eagle culture medium (DMEM) with 10% fetal calf serum and
1% penicillin–streptomycin (Sigma), in a 48-well plate (80,000
cells per well, 250 lL of complete medium) and in a wet (37 ◦C)
10% CO2–90% air atmosphere. The cells were grown until 80%
confluent. The media was then removed and replaced with fresh
media (same volume as previous). Fluorescent liposomes (6 lg
(5 lL of 1.2 mg mL−1 liposomes), 12 lg (10 lL of 1.2 mg mL−1


liposomes) or 18 lg (15 lL of 1.2 mg mL−1 liposomes) doses were
then added to each well, swirled to ensure even dispersion and
then incubated in a wet (37 ◦C) 10% CO2–90% air atmosphere for
either 4, 8 or 24 h.


After liposome uptake the cells were washed with PBS (2 ×
200 lL) and then treated with lysis buffer (100 lL per well).
Cell lysate (50 lL) was diluted with MeOH (50 lL) and CHCl3


(300 lL). The resulting solution was vigorously vortexed and then
allowed to separate into 2 phases (organic and aqueous). The
organic layer was isolated and its fluorescence was recorded on a
RF-5301PC Shimadzu spectrofluorophotometer (kex 535 nm, kem


580 nm). As a positive control, liposomes (6, 12 or 18 lg) were
added to the lysate of untreated cells, providing a 100% liposome
uptake result. As a negative control, liposomes (6, 12 or 18 lg
for a 48 well plate) were added to wells containing no cells. These
should be eliminated during the PBS washing step, providing a
baseline liposome uptake result.


The amount of cellular protein was quantified in a BCA
assay (Pierce, Rockford, IL, USA) using 10 lL of the cell lysate


or bovine serum albumin as internal calibration standard and
adding 100 lL of BCA reagent (according to suppliers protocol).
Following a period of 30 min, the colorimetric measurement was
performed at 570 nm by means of a microplate reader (Anthos
Lucy 1). Uptake studies were normalized to total cellular protein.
Statistical analysis was performed using a two-tailed T-test.


In vitro 14C-cholesterol cell uptake assay


Cells were prepared and transfected in a similar manner shown
above except liposomes containing traces of 14C-cholesterol were
used. Cellular lysates were then treated with solvable and hydrogen
peroxide to ensure cellular breakdown. Standard scintillation
counting techniques were used to assess the radioactivity of the
samples and normalized to total cellular protein content using a
standard BCA assay.


Lactate dehydrogenase toxicity assay (liposomes and
liposome–DNA complexes; LD systems)


The CytoTox-96 assay (Promega, Madison, WI, USA) evaluates
cellular cytoxicity by assessing the release of lactate dehydrogenase
(LDH) into culture medium as a consequence of damaged cell
membranes compared to total LDH present in the cells.


Twenty four hours prior to the assay, adherent HeLa cells were
grown in Dulbecco’s modified Eagle culture medium (DMEM)
with 10% fetal calf serum and 1% penicillin–streptomycin (Sigma),
in a 48-well (3.5 × 104 cells per well, 250 lL of complete medium)
plates and in a wet (37 ◦C) 10% CO2–90% air atmosphere. The cells
were grown until 80% confluent. The media was then removed and
replaced with fresh media (same volume as previous). Liposomes
(6, 12 or 18 lg doses) or LD mixtures (10 lL (12.5 lg of
DNA) dose) were then added to each well, swirled to ensure even
dispersion and then incubated at in a wet (37 ◦C) 10% CO2–90%
air atmosphere for either (a) liposomes: 4 h, 4 (24) h, 8, 8 (24) h or
24 h; (b) LDs: 3 (24) h.


Measuring LDH release. Growth media (200 lL) from each
well was transferred into a 96 well plate and centrifuged (3600 rpm
for 10 min). The resulting supernatant (50 lL) was transferred to a
white 96 well plate (Corning Costar). Reconstituted substrate mix
(50 lL) (made as directed in manufacturers protocol) was added
to each well. The plate was placed in an opaque box and incubated
for 30 min at room temperature. Stop solution (50 lL) was added
to each well and the absorbance at 490 nm was measured by means
of a microplate reader (Anthos Lucy 1).


Measuring cell internal LDH. Growth media was removed
from each well and the cells were washed with PBS. Lysis buffer
(250 lL) was added to each well. Cell lysate (50 lL) was transferred
to a white 96 well plate (Corning Costar). Reconstituted substrate
mix (50 lL) (made as directed in manufacturers protocol) was
added to each well. The plate was placed in an opaque box
and incubated for 30 min at room temperature. Stop solution
(50 lL) was added to each well and the absorbance at 490 nm
was measured by means of a microplate reader (Anthos Lucy 1).
Cytoxicity was calculated as a ratio LDH released versus total
LDH content.
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MTT cell viability studies


HeLa, MCF-7 and Neuro-2a cells were seeded at 80 000 cells per
well (48 well plate). Cells were incubated with liposomes (6, 12 and
18 lg), prepared as described earlier, for 4 and 8 h, and washed
twice with PBS. Cells were allowed to grow for an additional 24 h
and a cell proliferation kit (MTT; Roche) assay was used to assess
the cells viability post liposome exposure.


MRI analysis of cells


Twenty four hours prior to liposome uptake, adherent HeLa
cells were grown in Dulbecco’s modified Eagle culture medium
(DMEM) with 10% fetal calf serum and 1% penicillin–
streptomycin (Sigma), in a 6-well plate (2.5 × 105 cells per well,
3 mL of growth medium) plates and in a wet (37 ◦C) 10% CO2–
90% air atmosphere. The cells were grown until 80% confluent.
The media was then removed and replaced with fresh media
(same volume as previous). Gd·liposomes (173 lg dose (144 lL of
1.2 mg mL−1 liposomes)) were then added to each well, swirled to
ensure even dispersion and then incubated in a wet (37 ◦C) 10%
CO2–90% air atmosphere for 8 h.


After liposome uptake the cells were washed with PBS (2 ×
2 mL) and then treated with trypsin–EDTA (200 lL, 0.25%
trypsin, 1 mM EDTA) for 1 min at 37 ◦C. DMEM (complete,
2 mL) was added to neutralise the trypsin. The cells were counted
and 1 × 106 were washed with PBS and then centrifuged in PBS
buffer (1 mL) into a pellet in an Eppendorf tube.


The Eppendorf tubes were immersed in a water bath and imaged
at 4.7 T , spin echo sequence: TE = 12.9 ms; TR = 200 ms; number
of signal averages = 64; single sagital slice 10 mm thick; field of
view 100 × 100 mm, collected into a matrix of 256 × 256. The
T 1 values of Gd·DOTA·chol solutions in water were determined
using the following spin echo sequence: TE = 15, TR = 50, 100,
200, 300, 500, 700, 1200, 3000, 5000, 7000 ms; number of signal
averages = 4; single sagital slice with 2 mm thickness; FOV; 100 ×
100 mm collected into a matrix of 256 × 125. As negative controls;
cells treated with liposomes containing no Gd·lipid (substituted
for cholesterol), untreated cells and an Eppendorf containing PBS
buffer were imaged.


Laser scanning confocal microscopy


Twenty four hours prior to liposome uptake, adherent IGROV-1
cells were grown in Dulbecco’s modified Eagle culture medium
(DMEM) with 10% fetal calf serum (FCS, sigma) and 1%
penicillin–streptomycin (Sigma), in 6-well (2.5 × 105 cells per well,
3 mL of complete medium) plates fitted with glass slides, in a wet
(37 ◦C) 10% CO2–90% air atmosphere. The cells were grown until
80% confluent. The media was then removed and replaced with
fresh media (same volume as previous). Fluorescent liposomes
(173 lg (144 lL of 1.2 mg mL−1 liposomes) per well) were then
added to appropriate wells, swirled to ensure even dispersion and
then incubated in a wet (37 ◦C) 10% CO2–90% air atmosphere for
4 h.


After liposome uptake the media was removed and the cells
were washed with PBS (× 2), heparin (× 1 (20 mg mL−1)), PBS (×
2), PFA (× 1 (20 min at 37 ◦C)), PBS (× 2), glycine (× 1 (20 mM,
20 min at 37 ◦C)), PBS (× 2). The glass slides were removed from


the wells and fixed to microscopy slides. Confocal images were
taken on an upright Zeiss LSM 510 microscope


Liposome–DNA in vitro transfection studies


Complex formation. pDNA containing the b-galactosidase
gene (pNGVL1-nt-beat-gal 7.53 kbp) was stored as frozen aliquots
at −80 ◦C, at a concentration of 1.2 mg mL−1. LD complexes were
made by addition of DNA to a continuously vortexing solution of
cationic liposomes (1.2 mg mL−1 total lipid concentration) to give
a final ratio of 12 : 1 (w/w) liposome to DNA. The size distribution
was measured by PCS (Coulter N4 Plus).


LD transfection. Twenty four hours prior to transfection,
adherent HeLa, MCF-7, and Neuro-2a cells were grown in
Dulbecco’s modified Eagle culture medium (DMEM) with 10%
fetal calf serum (FCS, sigma) and 1% penicillin–streptomycin
(Sigma), in 48-well (3.5 × 104 cells per well, 250 lL of complete
medium) plates and in a wet (37 ◦C) 10% CO2–90% air atmosphere.
The cells were grown until 80% confluent. The media was then
removed and replaced with fresh media (same volume as previous).


LD mixtures (0.25 lg of pDNA) were added to each well, swirled
to ensure even distribution, and then incubated in a wet (37 ◦C)
10% CO2–90% air atmosphere for 3 h. The media was removed,
the cells washed with PBS and then replaced with fresh media
(250 lL). The cells were then incubated for a further 24 h. Before
b-galactosidase activity was measured the cells were washed with
PBS and harvested with lysis buffer (150 lL).


b-Galactosidase and total protein assays. After lysis, equal
amounts, 50 and 20 lL, of each cell suspension were used for
determination of b-galactosidase activity and total cellular protein
(to normalise results), respectively.


In the b-galactosidase assay, 100 lL of the substrate reagent
was added to 50 lL of the cell suspension in a white 96 well plate
(Corning Costar). The plate was incubated for 30 min at room
temperature. Automatic initiation was performed by a microplate
luminometer (Anthos Lucy 1, Labtech International Ltd., Rigmer,
East Sussex, UK) which injected 50 lL initiation reagent and
enzymatic activity was measured over the subsequent 30 s. b-
Galactosidase activity was normalised by the results of the total
protein measured by a standard BSA assay as described above,
and expressed as RLU (relative light units) per mg of protein.


Acknowledgements


Dr Morag Oliver gratefully acknowledges funding from IC-Vec,
Ltd. Funding for Dr Ayesha Ahmad provided by National Science
Foundation, USA, IRFP grant. The authors would also like to
acknowledge the MRC for financial support and the Biological
Imaging Centre, Imaging Sciences Department, Imperial College
London and the Wellcome Trust for the use of the MRI facility
and Juan Miguel Mura Morales.


References


1 R. Weissleder and U. Mahmood, Radiology, 2001, 219, 316–333.
2 H. R. Herschman, J. Nucl. Cardiol., 2004, 11, 210–214.


3496 | Org. Biomol. Chem., 2006, 4, 3489–3497 This journal is © The Royal Society of Chemistry 2006







3 R. J. M. van Geuns, P. A. Wielopolski, H. G. de Bruin, B. J. Rensing,
P. M. A. van Ooijen, M. Hulshoff, M. Oudkerk and P. J. de Feyter,
Prog. Cardiovasc. Dis., 1999, 42, 149–156.


4 M. J. Allen, K. W. MacRenaris, P. N. Venkatasubramanian and T. J.
Meade, Chem. Biol., 2004, 11, 301–307.


5 S. Agrawal and D. V. Schaffer, Trends Biotechnol., 2005, 23, 78–83.
6 R. Cancedda, G. Bianchi, A. Derubeis and R. Quarto, Stem Cells,


2003, 21, 610–619.
7 J. K. Fraser, R. E. Scheiber, P. A. Zuk and M. H. Hedrick,


Int. J. Biochem. Cell Biol., 2004, 36, 658–666.
8 M. H. Dahlke, F. C. Popp, S. Larsen, H. Schlitt and J. E. J. Rasko, Liver


Transplant, 2004, 10, 471–479.
9 J. W. M. Bulte, S. C. Zhang, P. van Gelderen, V. Herynek, E. K. Jordan,


I. D. Duncan and J. A. Frank, Proc. Natl. Acad. Sci. U. S. A., 1999, 96,
15256–15261.


10 M. Bendszus and G. Stoll, J. Neurosci., 2003, 23, 10892–10896.
11 M. Modo, K. Mellodew, D. Cash, S. E. Fraser, T. J. Meade, J. Price and


S. C. R. Williams, NeuroImage, 2004, 21, 311–317.
12 D. L. Kraitchman, A. W. Heldman, E. Atalar, L. C. Amado, B. J.


Martin, M. F. Pittenger, J. M. Hare and J. W. M. Bulte, Circulation,
2003, 107, 2290–2293.


13 G. A. Walter, K. S. Cahill, J. Huard, H. S. Feng, T. Douglas, H. L.
Sweeney and J. W. M. Bulte, Magn. Reson. Med., 2004, 51, 273–277.


14 W. J. Mulder, G. J. Strijkers, J. W. Habets, E. J. Bleeker, D. W. Van
Der Schaft, G. Storm, G. A. Koning, A. W. Griffioen and K. Nicolay,
FASEB J., 2005, 19, 2008–2010.


15 Z. Zhang, E. J. Van Den Bos, P. A. Wielopolski, M. de Jong-Popijus,
M. R. Bernsen, D. J. Dunker and G. P. Krestin, Magn. Reson. Mater.
Phys., Biol. Med., 2005, 18, 175–185.


16 D. Granon, L. A. Kunz-Schughart and M. Neeman, Magn. Reson.
Med., 2005, 54, 789–797.


17 A. K. Gupta and A. S. G. Curtis, Biomaterials, 2004, 25, 3029–3040.
18 T. Suwa, S. Ozawa, M. Ueda, N. Ando and M. Kitajima, Int. J. Cancer,


1998, 75, 626–634.
19 W. J. M. Mulder, G. J. Strijkers, A. W. Griffioen, L. van Bloois, G.


Molema, G. Storm, G. A. Koning and K. Nicolay, Bioconjugate Chem.,
2004, 15, 799–806.


20 M. Zhao, M. F. Kircher, L. Josephson and R. Weissleder, Bioconjugate
Chem., 2002, 13, 840–844.


21 D. D. Schwert, J. A. Davies and N. Richardson, Top. Curr. Chem., 2002,
222, 165–199.


22 H. Gries, Top. Curr. Chem., 2002, 222, 1–24.
23 M. J. Allen and T. J. Meade, JBIC, J. Biol. Inorg. Chem., 2003, 8,


746–750.
24 S. Heckl, J. Debus, J. Jenne, R. Pipkorn, W. Waldeck, H. Spring, R.


Rastert, C. W. von der Lieth and K. Braun, Cancer Res., 2002, 62,
7018–7024.


25 P. Wunderbaldinger, L. Josephson and R. Weissleder, Bioconjugate
Chem., 2002, 13, 264–268.


26 R. Bhorade, R. Weissleder, T. Nakakoshi, A. Moore and C. H. Tung,
Bioconjugate Chem., 2000, 11, 301–305.


27 M. Lewin, N. Carlesso, C. H. Tung, X. W. Tang, D. Cory, D. T. Scadden
and R. Weissleder, Nat. Biotechnol., 2000, 18, 410–414.


28 L. Josephson, C. H. Tung, A. Moore and R. Weissleder, Bioconjugate
Chem., 1999, 10, 186–191.


29 J. F. Kayyem, R. M. Kumar, S. E. Fraser and T. J. Meade, Chem. Biol.,
1995, 2, 615–620.


30 M. Keller, M. R. Jorgensen, E. Perouzel and A. D. Miller, Biochemistry,
2003, 42, 6067–6077.


31 L. Ciani, S. Ristori, L. Calamai and G. Martini, Biochim. Biophys.
Acta, 2004, 1664, 70–79.


32 M. T. G. da Cruz, S. Simoes and M. C. P. de Lima, Exp. Neurol., 2004,
187, 65–75.


33 A. Hamm, N. Krott, I. Breibach, R. Blindt and A. K. Bosserhoff,
Tissue Eng., 2002, 8, 235–245.


34 G. A. Koning, H. W. M. Morselt, J. Kamps and G. L. Scherphof,
J. Liposome Res., 2001, 11, 195–209.


35 A. Gray, D. J. Landfair and M. E. Wiles, Drug Delivery, 1999, 6, 213–
226.


36 J. Feng, G. Sun, F. Pei and M. Liu, Bioorg. Med. Chem., 2003, 11,
3359–3366.


37 W. J. Mulder, G. J. Strijkers, G. A. van Tilborg, A. W. Grif-
fioen and K. Nicolay, Nucl. Magn. Reson. Biomed., 2006, 19, 142–
64.


38 M. Keller, R. P. Harbottle, E. Perouzel, M. Colin, L. Shah, A. Rahim,
L. Vaysse, A. Bergau, S. Moritz, C. Brahimi-Horn, C. Coutelle and
A. D. Miller, ChemBioChem, 2003, 4, 286–298.


39 E. Perouzel, M. R. Jorgensen, M. Keller and A. D. Miller, Bioconjugate
Chem., 2003, 14, 884–898.


40 J. E. Waterhouse, R. P. Harbottle, M. Keller, K. Kostarelos, C. Coutelle,
M. R. Jorgensen and A. D. Miller, ChemBioChem, 2005, 6, 1212–
1223.


This journal is © The Royal Society of Chemistry 2006 Org. Biomol. Chem., 2006, 4, 3489–3497 | 3497








COMMUNICATION www.rsc.org/obc | Organic & Biomolecular Chemistry


Preparation of branched structures with long DNA duplex arms†‡


Ye Tian, Yu He, Alexander E. Ribbe and Chengde Mao*


Received 18th April 2006, Accepted 22nd May 2006
First published as an Advance Article on the web 31st May 2006
DOI: 10.1039/b605464a


Branched structures with long DNA duplex arms have been
constructed through biotin–streptavidin binding and charac-
terized by gel electrophoresis and atomic force microscopy
(AFM) imaging.


This paper reports the construction of branched DNA–
streptavidin (DNA–STV) structures through biotin–streptavidin
interaction. All branches are synthesized by polymerase chain re-
action (PCR), ∼700 nm long and one of the primers is biotinylated.
The branched complexes with different numbers of branches have
been separated by electrophoresis and characterized by atomic
force microscopy (AFM). The resulting branched DNA–STV
complexes could be potentially metallized into branched metallic
nanowires and used in multi-terminal nanoelectronic devices.


DNA is an excellent building block for nanomaterials.1 A
variety of self-assembled nanostructures2,3 and simple nanome-
chanical devices4 have been developed from DNA. In addition,
DNA can organize nanoparticles5 and biomacromolecules,6 and
template nanofabrications.7 For instance, linear DNA molecules
can be metallized into conductive nanowires.7b,c,g Sequence-specific
metallization7c,g allowed the construction of a field effect transistor.
However, more complex DNA templates are desired in order to
develop nanoelectronics. Woolley and coworkers recently reported
using three-armed DNA nanostructures as templates to fabricate
metal junctions from chemically synthesized DNA single strands.7f


The arms in these junctions were around 20 nm in length (∼60 bp).
It would be quite challenging to connect such nano-junctions into
electronic circuits.


In order to obtain long-armed DNA junction structures, three
methods have been explored: (1) using protein RecA to generate
junctions between two double-stranded DNA molecules with
homologous regions;7c,g (2) to elongate small DNA junctions by
ligating short arms with long dsDNA fragments;8a,b and (3) using
multiple long single DNA strands to directly form large branched
structures.8c,d However, the production yields were low or required
long experimental processes. Herein, we have constructed DNA–
STV complexes with long dsDNA branches through biotin–STV
interaction.


Our strategy consists of two steps (Fig. 1): (i) We use PCR to
prepare long double-stranded DNA (dsDNA) in which one primer
is 5′-biotinylated; (ii) the obtained biotinylated long dsDNA
molecules are then complexed with STV, forming DNA–STV com-
plexes with different numbers of branches, which can be separated
by agarose gel electrophoresis. Niemeyer and his coworkers have
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Fig. 1 Formation of branched DNA junctions. Rhombuses and stars
represent biotins and streptavidins (STVs), respectively.


used a similar strategy on short DNA molecules to create DNA–
STV complexes.9 Biotin–STV binding is one of the strongest,
noncovalent interactions. Because of its superior strength and
specificity, this interaction has become one of the most widely used
affinity pairs in biotechnology. STV is a tetrameric protein with
one biotin-binding site per subunit. Theoretically, it can bind up to
four biotinylated DNA molecules to form four-branched DNA–
STV complexes. In reality, DNA–STV complexes with different
numbers (1–4) of DNA branches would be expected.


PCR is a commonly used technique in molecular biology for
the preparation of DNA samples. Compared to chemical synthesis,
PCR is more suitable for synthesizing long DNA fragments, which
can contain thousands of base pairs. In this work, two 20-base-
long primers (one with a biotin at the 5′ end) and a DNA template
of pUC19 plasmid were used to prepare 2000 base pairs-long (2
kb) biotinylated dsDNA. Electrophoretic analysis showed that the
PCR products were mainly dsDNA with a length of about 2 kb,
as we expected (see Fig. 1S in the ESI‡).


After purification by agarose gel electrophoresis, the 2 kb
biotinylated dsDNA was mixed with STV at a molar ratio of 5
: 1 and incubated for 15 h. Excess dsDNA was used in order to
promote each STV to bind more biotinylated dsDNA. The final
DNA–STV complexes were isolated by gel electrophoresis (Fig. 2).
It was clear that DNA–STV complexes with 2, 3, or 4 branches
were well separated and each appeared as a sharp band.


The purified DNA–STV complexes were analyzed by atomic
force microscopy (AFM) in air after being deposited on mica
surfaces. Fig. 3 shows the images of the conjugates with two,
three, and four dsDNA branches. Each branch is about 680 nm,
which is consistent with the calculated length of the 2 kb-long-
dsDNA branch. The branches are 0.4 nm high and the junction
point is much higher (around 2 nm, consistent with the height
of streptavidin, see Fig. 2S in the ESI‡), which confirmed that
the conjugates were formed in the way we designed. Note that
the heights of dsDNA and STV are lower than those when they
are under their native conditions. However, it is well documented
that biomacromolecules decrease their height substantially when
dehydration occurs.2


In conclusion, we have prepared branched DNA structures
through biotin–STV interaction. The method reported here should
be easily adapted to prepare DNA junctions with any arbitrarily
designed length by PCR. We also speculate that the specifically
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Fig. 2 Eletrophoretic isolation of DNA–streptavidin complexes with
different numbers of dsDNA branches. Lane 1: 1 kb DNA ladder (size
markers); lane 2: biotinylated dsDNA (2000 base pairs, 2 kb) from PCR;
lane 3: a mixture of dsDNA–streptavidin complexes. The structures of
dsDNA–streptavidin complexes are shown on the right. Note that because
the dsDNA is much larger than streptavidin in physical size, agarose gel is
unable to differentiate the dsDNA from the streptavidin conjugated with
one dsDNA branch under the current conditions.


Fig. 3 Representative atomic force microscopy (AFM) images of the
DNA–STV complexes with 2, 3, and 4 dsDNA branches. All images have
the same scanning size (1 × 1 lm) and height scale (3 nm). The left side
shows the models of these complexes. STV molecules appear as bright
spots and are indicated by arrows.


localized STV could provide us with a potential opportunity for
further modification of this junction structure.7f Furthermore,
functional groups could be introduced into dsDNA during
PCR. These would increase the complexity and versatility of the
designated nanostructures. We realize that the DNA duplexes are
quite flexible. This problem has to be solved for many potential
applications.


This work was supported by the National Science Foundation
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The electrical manipulation of short DNA molecules on surfaces offers novel functionalities with
fascinating possibilities in the field of bio-interfaces. Here we present systematic investigations of the
electrical interactions which govern the structure of oligonucleotides on charged gold surfaces.
Successively, we address influences of the applied field strength, the role of DC electrode potentials, in
particular for polycrystalline surfaces, as well as screening effects of the surrounding electrolyte
solution. Data obtained for single and double stranded DNA exhibit differences which can be
attributed to the dissimilar flexibility of the different molecular conformations. A comparison of the
experimental results with a basic model shows how the alignment of the molecules adjusts according to
a balance between electrically induced ordering and stochastic thermal motions. The presented
conclusions are expected to be of general relevance for the behaviour of polyelectrolytes exposed to
localized electric fields at interfaces.


Introduction


A central element of many future bio-engineered nano-devices
will be the interface between a bio-nano building block and a
macroscopic unit. Chemically grafted oligonucleotides on surfaces
may constitute such an interface by linking a DNA-based nanos-
tructure to a solid support. To date, DNA monolayers have already
found importance applications, for instance as sensing probes1 in
DNA microarrays.2 During the recent past, considerable effort has
been made to characterize the complex adsorption mechanisms of
nucleic acids on surfaces,3–5 mainly focusing on chemical aspects
of the DNA surface interactions.


In prospect of a higher sophistication in these bio-layers, it
is desirable to actively manipulate the layer structure, because
this can significantly enhance their functionality and provide
the basis for new device concepts. Owing to the strong intrinsic
negative charge of DNA, electric fields are efficient and convenient
means to do so, as was shown for the first time by Kelley
et al.6 who induced a change in the orientation of a DNA layer
by altering the potential of the substrate which supported the
layer. Recently, truly ‘switchable’ DNA layers have been realized
and it was demonstrated that the conformation of DNA layers
can be modulated even at high frequencies with outstanding
persistency.7,8 The influence of the substrate potential on the
alignment and ordering of nucleic acids on surfaces has also
been recognized in the context of scanning probe microscopy
experiments,9,10 including measurements addressing the electrical
conductance of DNA.11


In this article we present systematic studies addressing the
response of surface-tethered oligonucleotides on gold surfaces to
variations in the electrode potential. Examining the behaviour of
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nucleic acids on charged metal surfaces which are in contact with
electrolyte solution is particularly intriguing since the metal/liquid
interface constitutes a highly polarized region:12 the electric
field decays quasi-exponentially into solution on length scales of
typically a few nm, which corresponds to a fraction of the contour
length of oligonucleotides (the nucleic acids used in this study
are 8 or 16 nm long, respectively). Thus, the DNA is located
within an pronounced electric field gradient and, at the same
time, exposed to high field strengths (up to 107 V cm−1) even for
moderate electrode potentials of only a few hundred mV (which is
a ‘harmless’ electrochemical regime).


The paper is structured as follows: after introducing the
sample preparation and elucidating the fluorescence quenching
techniques used to assess the average DNA layer height, we focus
on three aspects. These are (i) the magnitude of the applied
electric field, (ii) the role of DC bias and the potential of zero
charge, and (iii) electrostatic screening effects originating from the
surrounding salt solution. We present experimental data obtained
for single (ss) and double stranded (ds) nucleic acids as well as two
distinct oligonucleotide lengths, namely 24 and 48 base pairs (bp),
respectively. We find intriguing differences in the behaviour of ss
and ds-DNA which can be attributed to their dissimilar molecular
flexibilities. The results are discussed within the Gouy–Chapman–
Stern (GCS) theory of polarized solid/electrolyte interfaces and
compared to a simple model which describes the average orienta-
tion of DNA in the external field as a balance between electrically
induced ordering and thermally induced disordering of the layer
structure. Our findings are expected to be generally applicable to
the behaviour of polyelectrolytes on charged substrates.


Materials and methods


Self-assembled layers of single stranded oligonucleotides of a
mixed, non self-complementary sequence were prepared on gold
surfaces by adsorption from aqueous solution.


Gold electrodes of 2.0 mm diameter were prepared on 3 inch
single crystalline sapphire wafers by subsequently depositing thin
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layers of Ti (10 nm), Pt (40 nm), and Au (200 nm) using standard
optical lithography and metallization techniques. The Ti layer
promotes adhesion between the Au film and the substrate while
the Pt interlayer constitutes a precautionary measure to prevent
potential diffusion between Ti and Au when cleaning the electrodes
in hot solutions. Prior to DNA adsorption, the electrodes were
cleaned in Piranha solution (H2SO4 : H2O2(30%) = 7 : 3) and
exposed to HNO3 (60%) for 15 min each, followed by a final
rinse with deionized water. The roughness of the gold surface was
measured by atomic force microscopy yielding RMS values of
approximately 1 nm; hence, roughness influences can be neglected
on the length scale of the used oligonucleotides.


Oligonucleotides were obtained from IBA GmbH, Goettingen,
Germany. The sequences of the 24 mer and 48 mer oligonucleotides
were 5′ HS-(CH2)6–TAG TCG TAA GCT GAT ATG GCT GAT–
Cy3 3′ and 5′ HS-(CH2)6–TAG TCG TAA GCT GAT ATG GCT
GAT TAG TCG GAA GCA TCG AAC GCT GAT–Cy3 3′,
respectively. The 5′ ends were modified with a thiol linker in
order to graft the strands chemically to the surface (S–Au bond).
Single stranded oligonucleotides were adsorbed onto the surface
by exposing the Au electrodes to Tris-buffered electrolyte solution
of low salinity ([Tris] = 10 mM, pH = 7.3) containing 1 lM DNA
for 5 min. Afterwards, the samples were thoroughly rinsed with
buffer solution ([Tris] = 10 mM, [NaCl] = 50 mM, pH = 7.3).
Subsequently, a second adsorption step was carried out, during
which a monolayer of short spacer molecules, mercaptohexanol
(MCH, obtained from Sigma Aldrich), was co-adsorbed on the
DNA modified surface ([MCH] = 1 mM, [Tris] = 10 mM, [NaCl] =
50 mM, pH = 7.3, incubation time ∼1 h). By forming a dense sub-
layer, MCH aids prevention of non-specific interactions between
DNA and the gold surface.13 After rinsing the samples again they
were finally kept in Tris-buffer ([Tris] = 10 mM, pH = 7.3), which
was also used during the measurements.


The adsorption process had previously been optimized to yield
DNA layers of low surface coverage,14 in order to prevent steric
interactions between neighbouring strands,7 which would signif-
icantly affect the efficiency of the electrical manipulation. The
surface coverage was determined using electrochemical methods,15


yielding 1.7 × 1011 and 2.6 × 1011 molecules cm−2 for the 48 mer
and 24 mer samples, respectively, which are shown in Figs. 1, 2, and
4; a coverage of 3.3 × 1011 molecules cm−2 was determined for the
sample shown in Fig. 5. The error of the coverage quantification
is estimated from the minimal DNA surface density for which
the electrochemical response from the DNA-bound ruthenium-
hexaamine marker is distinguishable from the background noise,
and was approximately 5 × 1010 molecules cm−2.


After having performed measurements in its single stranded
conformation, the layers were hybridized with nucleic acids of
complementary sequence ([cDNA] = 1 lM) in 200 mM NaCl
solution. The measurements were then repeated with the same
layers in their double stranded conformation. The hybridization
efficiency for low-density ss-DNA layers as used here is expected
to be nearly 100%, as indicated by, for instance, Herne et al.13 and
our own experience from measuring the molecule density on the
surface before and after hybridization by electrochemical means.


Electrical potentials were applied to the Au substrates vs.
a Ag/AgCl reference electrode using a commercially available
potentiostat system (Autolab, Ecochemie, The Netherlands) and
a Pt counter electrode.


The upper (3′) ends of the oligonucleotides were dye-labeled
with a fluorescence marker (Cy3TM) for optical detection. An argon
ion laser (515 nm) was used as excitation light source. The emitted
fluorescence light was collected by an optical fiber, passed through
a 0.5 m monochromator (Jobin Yvon, France), set to the Cy3
peak emission wavelength (565 nm), and detected by a cooled
photomultiplier (Hamamatsu, Japan) operated in single-photon-
counting mode. The detection spot was ∼0.5 mm in diameter and
hence encompassed >108 molecules.


Results and discussion


Following the introduction of the employed measurement tech-
nique, the discussion of results divides into three sections which
deal with the systematic variation of different experimentally
accessible parameters: the magnitude of the applied potentials,
DC offsets of the substrate potential, and the concentration as
well as valence of the salt added to the electrolyte solution.


Experimental methodology


The basic measurement principle which has been used throughout
this work is depicted in Fig. 1. A low frequency (0.2 Hz), square
wave potential modulation is applied to the gold electrodes which
support the DNA layer under investigation. Simultaneously, the
fluorescence emitted from dye labels attached to the DNAs’ distal
ends is monitored and found to be modulated with the same
frequency as the electrical signal, yet phase-shifted by 180◦. The
origin of the observed fluorescence modulation can be explained
in this way: the intrinsically negatively charged DNA is either
repelled from the negatively charged, or attracted towards the
positively charged electrode surface. Energy transfer from the
optically excited dye labels to surface plasmons in the metal
substrate suppresses their fluorescence emission as they approach
the surface. Theoretical considerations treating the properties
of oscillating dipoles above metal surfaces16–18 show that the
fluorescence quenching follows a power law dependence, F ∝ z3


Fig. 1 Electrically switchable DNA layers. Left: Alternating potentials
are applied to the gold substrate (vs. a Ag/AgCl reference electrode) while
the fluorescence emission from the dye-labelled DNA layer is measured
simultaneously. Right: the negatively charged DNA is repelled from
negatively, or attracted to positively charged electrodes, respectively. The
dashed rays indicate the intensity of the fluorescence emission, which is
quenched if the dye approaches the metal surface.
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Fig. 2 (a) Electrically induced fluorescence modulation observed from a ds-48-bp DNA layer in 10 mM Tris buffer solution (electrode potential E vs.
Ag/AgCl reference). (b) z-height modulation amplitude (evaluated from fluorescence measurements) as a function of AC amplitude. Lines are guides to
the eye. The data have been normalized by the molecule surface densities of the samples, and differences in the fluorescence emission from ss and ds-DNA
have been taken into account.§


(F being the emitted fluorescence, z being the normal distance of
the emitter to the metal), in the range of z-values of interest.


This method allows the determination of the average height of
the DNA layer in a contactless mode in-situ and in real-time.‡


Electric field strength


In the following, we elucidate the influence of the magnitude of
applied electrode potentials on the DNA layer structure. Fig. 2(a)
shows a representative switching response of a double stranded
48 mer DNA layer when gradually increasing the AC amplitude
which is applied to the gold substrate. After increasing rapidly
at first, the fluorescence modulation amplitude saturates for large
electrical driving amplitudes. Evidently, the fluorescence is almost
saturated to its minimal value from the beginning for attractive
(positive) potentials, whereas in the repulsive (negative) regime the
voltage must be more intensified in order to reach an equilibrium.
This asymmetry arises from the particular choice of the DC offset
which will be discussed later.


In accordance with the quenching argument elucidated above,
the saturated fluorescence modulation amplitude can be attributed
to a transformation of the layer structure between a condensed and
extended state for attractive and repulsive electrode potentials,
respectively. In these layer conformations, the DNA molecules are
either predominantly ‘lying’ or ‘standing’ on the substrate.


We note that the range of potentials which can be applied to
the gold electrodes without causing electrochemical degradation
to the grafted DNA layers is limited to approximately the values
shown in Fig. 2. For electrode bias more negative than app. −0.6 V
(vs. Ag/AgCl), desorption of DNA molecules by virtue of strong
electrostatic repulsion and reduction of the S–Au bond sets in;19,20


‡ Owing to the low coverage of molecules on the surface, indications
for mutual quenching of dye molecules within the layer have not been
observed.
§ The oligonucleotides used (as obtained from IBA GmbH, Cy3 was NHS
coupled) showed an enhancement of the Cy3-dye emission (factor 1.7)
when hybridizing ss-DNA with strands of complementary sequence.


for potentials more positive than +0.5 V we observe declining
fluorescence emission from the layers, probably due to oxidation
of the dye label.


In order to compare the manipulation efficiency for DNA
molecules of different length and molecular conformation
(namely, single and double stranded DNA), the average layer
height has been estimated by deconvoluting the fluorescence data
using the F ∝ z3 law and is shown in Fig. 2(b).


Molecular flexibility


A comparison of single and double stranded 48-bp DNA shows
that the increase in the height modulation amplitude (Dz) with
increasing AC voltage amplitudes sets in earlier and is steeper for
ds-DNA (cf. Fig. 2(b)). For high electric field strengths, the single
stranded trace approaches its double stranded counterpart.


We attribute the smoother rise in Dz to the different flexibility of
the single stranded conformation. The distinct mechanical nature
of the used single or double stranded oligonucleotides becomes
apparent when contrasting their contour lengths, which is 16 nm
in case of the ds-48-bp nucleotides, with their persistence lengths,
which are 50 nm21 for ds, but only 2–3 nm22 for ss-DNA (the
flexural persistence length defines the distance over which the
direction along a polymer persists; correlations between orien-
tations of two polymer segments fall off exponentially with this
characteristic decay length). Evidently, the oligonucleotide length
interpolates between these values and thus ss-oligonucleotides
must be regarded as extremely flexible whereas ds-oligonucleotides
are almost rigid rods.


These dissimilar mechanical properties have to be considered
in conjunction with the strong electric field gradient that exists at
the interface. When a charged surface is in contact with electrolyte,
mobile ions in solution redistribute within the interface region and
form a cloud of counterions, the electrochemical double layer (cf.
Gouy–Chapman–Stern theory, see, for instance, ref. 12). Owing
to this screening effect, the electric potential decays rapidly within
short distances (typically a few nm), which conversely generates


3450 | Org. Biomol. Chem., 2006, 4, 3448–3455 This journal is © The Royal Society of Chemistry 2006







Fig. 3 Schematic structure of (a) ss and (b) ds 48 mer oligonucleotides on
negatively charged surfaces. (c) Electric field within the Gouy–Chapman
layer, calculated for different concentrations of monovalent salt (numbers
denote the concentrations in mM) and an electrode potential of −0.1 V.


strong local electric fields. In Fig. 3, the gradient of the electric field
calculated according to the Gouy–Chapman model is put side by
side with schematic cartoons of ss and ds 48 mer DNA molecules,
approximately drawn to scale. It shows that only the bottom-most
segments of an end-tethered DNA molecule are exposed to high
field strengths. For that reason, we suggest that the structures of
ss and ds-oligonucleotides in localized (repulsive) fields differ as
indicated in Fig. 3(a) and (b): Only the lower parts of the flexible
ss-DNA are stabilized by the electric field, while the upper part
of the molecule is significantly coiled up. Due to the intrinsic
stiffness of ds-DNA, the electric torque exerted on a few bottom-
most segments aligns the molecule’s upper parts by leverage (this
notion is supported by recent Brownian dynamics simulations, see
reference 8).


Differences in the charge of ss and ds-DNA are not considered
here, because both molecular conformations are expected to
feature approximately the same net charge according to the theory
of counterion condensation.23


Molecular contour length


Besides data for different molecular flexibility, Fig. 2(b) also
compares results for oligonucleotides of different length, namely
ds-24-bp and ds-48-bp DNA. Remarkably, the evaluated height
modulations agree reasonably well with the expectation Dzds-48


≈2Dzds-24. Slight discrepancies might be attributable to the minor
relative stiffness (persistence-length divided by molecular-length)
of the longer oligonucleotide.


It is particularly interesting that the shape of the 24 and 48-bp
curves are very similar; in fact, when normalized to their maximum
values, both curves almost coincide (not shown). We assign this
to the fact that thermodynamics govern the alignment of DNA
molecules on the surface: the average orientation of the molecules
adjusts according to a balance of thermally induced disorder
(Brownian motion) and electrically induced order (alignment
within the electric field). Notably, 24 and 48-bp molecules are
exposed to the same Brownian stimulus since the thermal energy
of a particle does not depend on its size. For the reason that the
electric field has such a short range, the strength of the electric
interaction is practically the same for both DNA lengths, too.
Consequently, the manipulation efficiency is largely independent
of the DNA length.


DC bias and potential of zero charge


Earlier we argued that the DNA is expected to be repelled
from, or attracted to, the gold substrate when alternating the
surface charge. However, experimentally one usually defines the
electrode potential with respect to an arbitrarily chosen reference
electrode, which makes controlling the electrode charge a tricky
issue. Obviously, it is important to know the potential which must
be externally applied to the work electrode so that its surface
charge vanishes. This value is generally termed the potential of
zero charge (pzc). Intuitively, one would expect that the orientation
of a charged molecule on a surface can be modulated most
efficiently if the DC component of the driving voltage matches the
pzc.


In order to test this assumption, we applied a constant AC
modulation of small amplitude (50 mV) to 48 mer DNA layers
while sweeping the DC component of the electrode bias from
−0.3 to +0.4 V (vs. Ag/AgCl). The results are plotted in Fig. 4¶.
For very positive DC bias (>0.2 V) the orientations of the
DNA layers are not modulated by the AC component. Instead,
the fluorescence intensity is found to nearly vanish during both
repulsive and attractive periods indicating that the nucleic acids
are lying on the surface at all times. When the DC offset is
shifted negatively, the oligonucleotides lift off the surface during
repulsive periods and gradually adopt more upright orientations.
As EDC becomes negative, the ds-DNA layer ceases to lie down
completely during attractive periods (Fig. 4a and b). After crossing
this intermediate regime, the saturation of the fluorescence during
repulsive electrode potentials (F rep) signifies that the strands are
approaching a fully upright position. F attr shows the same, yet
delayed trend. In comparison to the double stranded layer, the
‘lift-off’ of ss-DNA for repulsive potentials is slightly shifted to
negative bias, which is accompanied by a shift in the maximal
fluorescence modulation, DF (Fig. 4c). Panels (b) and (c) in Fig. 4
also contain plots of the deconvoluted layer height (open symbols
and dashed lines). At first inspection, the calculated z-values for
very positive electrode bias may seem surprisingly high. However,
estimating the orientation of the rod-like ds-48 bp DNA in that
regime yields an average DNA–surface angle of approximately
10◦; thus, the notion of ‘lying’ molecules seems justified.


The point of maximal layer height modulation, EDC
max, corre-


sponds to pzc-values reported for polycrystalline gold surfaces,
pzc ≈ 0.0 V (vs. Ag/AgCl).24,25 However, a comparison of the
presented results with pzc values from the literature must be treated
with care, because the pzc is known not only to depend on crystal
orientations (for example, pzcAu〈111〉 = +0.29 V,26 whereas pzcAu〈210〉 =
−0.17 V27) but also on the chemical nature of the ions present in
solution (different electrolyte compositions were used in references
24 and 25). In particular, the specific adsorption of Cl− ions
on gold28 prohibits a determination of the pzc in Cl-containing
electrolytes from impedance measurements; in the experiments
shown in Fig. 4, the solution contained Cl-anions stemming from
the buffer salt, Tris·Cl.


¶Note that all investigations have been performed with DNA layers of low
surface coverage in order to prevent lateral steric interactions within the
layers. For layers with higher packing densities we observed curves which
were significantly shifted towards positive EDC compared to the data shown
in Fig. 4.
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Fig. 4 (a): Fluorescence modulation observed from an electrically driven
ds-48-bp DNA layer upon sweeping the DC electrode bias. (b) and (c):
Analysed fluorescence (solid lines) and height (dashed lines) modulation
as a function of DC bias for ds and ss-DNA layers. Note that the maxima
of the height modulation Dz are shifted with respect to fluorescence data,
owing to the non-linearity of the deconvolution z ∝ F 1/3. Measurements
were conducted in 10 mM Tris buffer, lines are guides to the eye.


An important result of Fig. 4 is that the modulation amplitude
does not feature a sharp maximum but exhibits a broad distribu-
tion with respect to EDC. This indicates that the substrate itself is
characterized by a broad distribution of (local) pzc-values, which
is expected for a polycrystalline surface.


Local field strength


At this point, we shall re-examine a peculiarity in the data of Fig. 2
which has not been discussed yet, namely the observation that
AC amplitudes larger than 0.2 V actually result in more efficient
DNA switching amplitudes. This is noteworthy, because it is not
expected from the Gouy–Chapman–Stern model. According to
GCS, the magnitude of the electric field at the DNA position,
i.e., a few nm from the surface, is not altered when increasing
the electrode bias above ∼0.2 V with respect to the pzc, because
the additional voltage drops across the Stern layer (the first layer
of counter-ions), while the diffuse Gouy–Chapman layer remains
almost unaffected.


The broad maximum of the height modulation as a function
of EDC in Fig. 4(b) and (c), however, suggests the following
interpretation: for a polycrystalline surface, the local variation in
the pzc results in a variation of the local electric field above different
crystal facets; consequently, DNA molecules attached to different
facets are exposed to varying electrical interaction strengths.
When increasing the magnitude of the electrode potential, the
distribution of local pzc values superimposes to the externally
applied voltage. Hence, in order to manipulate all DNA molecules
on a macroscopic electrode with maximal efficiency, electrode
potentials which are more negative than pzcmin −0.2 V or more
positive than pzcmax +0.2 V must be applied to cause all DNA
molecules to ‘stand’ or ‘lie’ on the surface, respectively. Here pzcmin


and pzcmax denote the most negative and most positive local (micro-
scopic) pzc-values which are present on the surface, respectively.


Electrolyte screening


The influence of a charged substrate on a grafted polyelectrolye
layer is crucially determined by the characteristics of the medium
which transduces the electric interactions. Earlier, we argued that
the electrode potential is rapidly screened into solution by a cloud
of redistributed ions; now, we will address this screening effect in
more detail. As can be seen from Fig. 3(c), the Gouy–Chapman
equation predicts that the electric field becomes more localized
at the interface in electrolyte solutions of higher ionic strength.
Thus, the range of (strong) electric interactions between the surface
and the attached DNA can be simply tuned experimentally by
adjusting the concentration and valence of the salt which is added
to the electrolyte.


Fig. 5 shows such a DNA switching experiment, during
which the salt concentration has been gradually increased while
constantly monitoring the fluorescence modulation amplitude.
Starting at 3 mM, Tris+·Cl− (also used as a buffer) was added
until a concentration of 10 mM was reached; consecutively, salt
concentrations above 10 mM were adjusted by adding NaCl or
MgCl2, respectively. For both salts we observe declining DNA
modulation amplitudes (cf. Fig. 5a), yet strikingly, the signal
decays more rapidly when adding MgCl2 to the solution (which
comprises divalent cations and twice as many anions).


Fig. 5(b) shows a plot of the same data versus a characteristic
screening parameter, the Debye length lD. Remarkably, the trends
observed for the different salts exhibit almost perfect agreement
now. For large lD (low salt concentrations) we find nearly saturated,
maximal switching amplitudes. However, when the Debye screen-
ing length falls below ca. 2 nm (a distance which roughly encloses
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Fig. 5 (a) Fluorescence modulation amplitude as a function of electrolyte salt concentration (lines are guides to the eye); EAC = 0.2 V, EDC = 0.2 V vs.
Ag/AgCl, f = 0.2 Hz, square wave. (b) Fluorescence modulation amplitude plotted vs. the Debye screening length lD (inset: ni = density of ion-species i,
zi = valence, e = elementary charge). The dashed line was calculated according to the charged-rod model described in the text.


the 6 bottom-most base pairs of a standing ds-DNA strand) the
modulation amplitude drops rapidly until it essentially vanishes
for very efficient screening, i.e., short lD.


These results show that electrolyte-mediated interaction of
charged molecules and surfaces can adequately be described by
basic screening arguments. Due to the strong electric field gradient,
only the DNA segments closest to the surface are exposed to
strong electric fields. As the extension of the Gouy–Chapman layer
diminishes when increasing the salt concentration in solution, the
electric interaction becomes too weak to efficiently align the DNA
molecules on the surface.


Charged-rod model


In the previous sections we argued that the average DNA
orientation adjusts according to a balance between entropy and
electric alignment. Here, we elucidate this in some more detail by
discussing a simple model system: a charged rod within the Gouy–
Chapman potential. The rod, or more specifically, line-of-point-
charges model should represent an acceptable approximation for
ds-oligonucleotides, which feature a pronounced stiffness.


A sketch of the charged rod is depicted in the inset of Fig. 6.
The rod-length is determined by the number of base pairs of the
represented oligonucleotide (internucleotide spacing of ds-DNA =
0.34 nm). The rod is allowed to rotate freely around a pivot point,
located at a distance d = 1 nm above the surface (corresponding
to the length of the DNA linker as well as the thickness of the
mercaptohexanol spacer layer). Electric interactions between the
DNA and the surface are treated as follows: each base pair carries
an effective charge of qeff = −0.24 × 2e (e being the elementary
charge), discretely localized along the rod. The intrinsic base pair
charge −2e is reduced according to the predictions of counterion
condensation theory and assumed to be constant irrespective
of the solution salt concentration.23 The electric potential U(z)
emanating from the electrode in the z-direction is given by the
Gouy–Chapman expression (T = 300 K) and contains the Debye
screening length, lD (cf. the inset of Fig. 5b), and the surface
potential, U0, as parameters. We treat the DNA as a line of


test charges within the undisturbed Gouy–Chapman potential;‖
the electrostatic energy, E, of the DNA-rod depends on its angle
relative to the surface, h, and is calculated by a summation over
all point charges i [eqn (1)].


E = EU0,�D (h) =
∑


i


qeff U(Zi) (1)


Fig. 6 Calculated electrostatic energy of a negatively charged rod
(corresponding to ds-24-bp DNA) within the repulsive Gouy–Chapman
potential above a negatively biased surface (U0 = −0.2 V). Concentrations
of monovalent salt in solution are 10 mM (lD = 3.1 nm), 60 mM (lD =
1.2 nm), and 1000 mM (lD = 0.3 nm).


Since h is the rod’s only degree of freedom, we are interested in
the range of accessible energies with respect to h. Choosing the
energy of a standing rod as a reference, we consider DE ( = E(h) −
E(h = 90◦)).


Fig. 6 shows DE calculated as a function of h for different
concentrations of monovalent salt in solution and a repulsive
surface potential of −0.2 V. The rod length corresponds to a ds-
24-bp DNA strand. It is instructive to scale the electric energy of
the rod in units of the thermal energy kT , because it shows that


‖ Note that for large electrode potentials or solutions of high ionic strength,
a Stern layer will develop at the surface; however, due to its small thickness,
it is neglected here.
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above some critical angle, kT prevails over the electric interaction;
this regime is indicated by the hatched box in Fig. 6. For example,
in the case of 10 mM salt concentration, the rod can be expected
to be efficiently pushed away from the surface to angles larger
than ca. 65◦; subsequently, the rod orientation will be governed
by stochastic motions. For a salt concentration of 1000 mM the
critical angle is smaller than 5◦ due to the weak electric interaction.
Hence, the orientation of the rod is largely unaffected by the
electric field.


The average orientation of the rod can be obtained by employing
Boltzmann statistics to account for the system entropy and
electrical interactions.


h =
∑


h cos h exp
{
−DEh


kT


}


∑
cos h exp


{
−DEh


kT


} (2)


The summations are carried out over all possible zenith (out-
of-surface-plane) angles. The factor cos h takes rotations around
the azimuth (in-plane) angle into account, which are degenerate in
energy. By evaluating eqn (2) for attractive and repulsive surface
potentials the observable fluorescence modulation amplitude can
be obtained††.


The dashed line in Fig. 5(b) has been computed for varying
Debye lengths and alternating electrode bias of ±0.2 V. Two
parameters were adjusted in order to fit the calculation to the
experimental data; one of which is a trivial scaling constant (3.3 ×
10−6). The other, hmin, restricts the evaluation of the sums in eqn (2)
(i.e., the summations were carried out for angles between hmin =
35◦ and h = 90◦) and bears physical relevance as it represents the
minimal angle which can be adopted by DNA strands relative to
the surface‡‡. Several reasons can limit the range of accessible
angles: for instance, the packing density of the DNA layer can be
too high; second, steric hindrance between the lowest segments
of the DNA and the surface (or the mercaptohexanol spacer
layer) might obstruct the lie-down process; third, the magnitude
of the applied (positive) potentials might not be high enough to
switch all the strands in the layer. The dominant mechanism may
not be disclosed at this point, yet packing density effects seem
unlikely as the measured average DNA surface coverage (3.3 ×
1011 molecules cm−2) is markedly below the expected onset of steric
interactions. Even so, the appearance of a non-vanishing minimal
angle is not very surprising recalling the data depicted in Fig. 4.
Here we already found non-zero z-values for positive electrode
potentials, which points to the fact that the molecules were not
lying completely flat on the surface.


Considering the simplicity of the model and the few adjusted
parameters the correspondence to the experiment seems quite
satisfying and supports the discussion presented above. The DNA
orientation adjusts according to a balance of thermally induced
disorder and electrically induced order, the latter depending on
the screening of electric fields by the electrolyte solution.


†† When calculating the average fluorescence, the factor (l × sin h)3 enters
the sum in the numerator, in order to take the fluorescence quenching into
account (l is the DNA length).
‡‡ When setting hmin = 0◦, the steepness of the calculated curve overesti-
mates the experimental data.


Conclusions


We demonstrated that the structure (orientation) of oligonu-
cleotides on surfaces can efficiently be manipulated by applying
moderate bias potentials to the substrates supporting the mono-
layers. The obtained results indicate that the switchability of DNA
layers depends on the (laterally varying) local field strength above
the surface which is influenced by the externally applied electrode
potential in conjunction with the distribution of local potential of
zero charge values. This is of particular importance when dealing
with polycrystalline metal surfaces, which are most relevant to
applications.


Further, it is essential to consider the electrolyte which mediates
electric interactions between the surface and the tethered poly-
electrolyte. Due to efficient screening in solutions of high ionic
strength, the electric field decays so rapidly into solution that the
interaction is too weak to manipulate the DNA orientation, which
is then governed by stochastic thermal motions.


Experiments with ss and ds-DNA show that their distinct
molecular conformation (i.e., flexibility) significantly affects the
structure of the oligonucleotides at the surface; these findings are
expected to be generally valid for charged, linear macromolecules
which are exposed to high field gradients at interfaces.
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DNA is an attractive component for molecular recognition, because of its self-assembly properties. Its
three-dimensional structure can differ markedly from the classical double helix. For example, DNA or
RNA strands carrying guanine or cytosine stretches associate into four-stranded structures called
G-quadruplexes or i-DNA, respectively. Since 2002, several groups have described nanomachines that
take advantage of this structural polymorphism. We first introduce the unusual structures that are
involved in these devices (i.e., i-DNA and G-quadruplexes) and then describe the opening and closing
steps that allow cycling. A quadruplex–duplex molecular machine is then presented in detail, together
with the rules that govern its formation, its opening/closing kinetics and the various technical and
physico-chemical parameters that play a role in the efficiency of this device. Finally, we review the few
examples of nanostructures that involve quadruplexes.


Introduction


Although protein machines are abundant, DNA is an attractive
component for molecular recognition, because of its self-assembly
properties.1,2 Its pairing specificity and conformational flexibility
offer important advantages for the rational design of DNA-
based nanostructures, nanomachines or computers. Most of these
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devices involve double-stranded DNA. However, DNA “comes in
many forms”:3 its three-dimensional structure can differ markedly
from the classical double helix and involve more than two strands.
For example, DNA or RNA strands carrying guanine stretches
associate into four-stranded structures called G-quadruplexes
(Fig. 1B).4–8


Fig. 1 Presentation of i-DNA (top) and G-quadruplexes (bottom); (A)
C·C+ base pair (left) and schematic structure of an intramolecular i-DNA
(right); (B) a G-quartet (left) and four possible conformations of an
intramolecular G-quadruplex (right).


G-quadruplexes are particularly remarkable structures because
of their well-defined conformation, their relatively high stability
under physiological conditions and high polymorphism. However,
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it is only in the past decade that the level of interest in these peculiar
structures has increased, due to the hypothesis of a relevant role
for G-quadruplex structures in key biological processes and the
recent demonstration of their existence in vivo.9–11 Additionally,
their capability to form higher order structures such as synapsable
DNA or G wires renders these molecules an excellent module for
the design of devices for nanotechnology.


In 2002–2003, we12 and others13 described a nanomachine
that was capable of an extension–contraction movement. This
simple and robust device described here is composed of a single
21 base-long oligonucleotide and relies on a duplex/quadruplex
equilibrium which may be fuelled by the sequential addition of
DNA single-strands, generating a DNA duplex as a by-product.
The interconversion between two well-defined topological states
induces a two-stroke, linear motor type movement. During the
last four years, several improvements have been proposed for this
device, and other quadruplex-based machines have been described.
Here, we will first present the two unusual structures that are
involved in these devices (i.e., i-DNA and G-quadruplexes),
and then describe the opening and closing steps that allow
cycling. A quadruplex–duplex system will be then presented in
detail, together with the rules that govern its formation, its
opening/closing kinetics and the various technical and physico-
chemical parameters that play a role in the efficiency of this device.
Finally, we will present the few examples of nanostructures that
involve quadruplex conformations.


G-quadruplexes


Presentation. G-quadruplexes may be formed by intramolec-
ular folding or by association of G-stretches from two or four
DNA strands. They result from the hydrophobic stacking of
several quartets; each quartet being a planar association of four
guanines held together by 8 hydrogen bonds (Fig. 1B, left).8 A
cation (typically Na+ or K+) is located between two quartets
forming cation–dipole interactions with eight guanines. This
reduces the electronic repulsion of the 2 × 4 central oxygen atoms,
thus enhancing hydrogen bond strength and stabilizing quartet
stacking. X-Ray crystallography provided definitive evidence of
dehydrated cation coordination by G-quartets along the central
axis.14,15 Each quadruplex involving n quartets will accommodate
(n − 1) specific ions. Quadruplex specific stabilization by cations
has been evaluated for a long time. Hardin et al. defined the
following order K+ > Ca2+ > Na+ > Mg2+ > Li+ and K+ > Rb+


> Cs+.16 A recent study on the human intramolecular telomeric
quadruplex determined that Sr2+ > K+ > Na+ ≥ Rb+ > Li+ >
Cs+.17 The two best-studied ions are Na+ and K+. The preference
of quadruplex central cavity for potassium over sodium ions is the
result of two opposite effects: from one side the free energy of Na+


binding to a quadruplex is more favorable than that of K+, but
from the other side this effect is largely compensated by the much
greater cost of Na+ dehydration.18,19 The net result is a free energy
change in favour of the potassium form.


G-quadruplexes can be classified according to the number of
strands that self-associate to form the structure (i.e., one, two or
four strands) and further differentiated by the relative orientation
of the strands (parallel, anti-parallel or mixed), the orientation of
the loops (lateral or diagonal) and the conformation of the guanine
bases around the glycosidic bond (syn or anti).20 Intramolecular


quadruplexes are often referred to as G4′ DNA. Four guanine
blocks must be present on the same oligonucleotide sequence to
give rise to the G4′ structure and folding of this oligonucleotide
into a quadruplex will create three loops (Fig. 1B, right).


Kinetics and thermodynamics. The formation of quadruplex
structures, whatever their type may be, is clearly enthalpy driven,
with an enthalpy per quartet of −15 to −25 kcal mol−1. Overall,
the enthalpy per quartet is (unsurprisingly) more negative than
the enthalpy per base pair in a double helix.21 This effect arises
from (i) the enthalpic gain of stacking large aromatic surfaces
containing polarizable atoms (base stacking itself is driven by
electrostatic and van der Waals interactions) and (ii) cation–
dipole interactions (see below). This very negative (i.e., favourable)
enthalpy is partially compensated by a negative (and unfavourable)
entropy of formation. Therefore, G-quadruplex formation shows
the classical hallmarks of many nucleic acids structures, with DH <


0 and DS < 0. Despite the negative contribution of entropy to
stability, most quadruplex structures are stable at 37 ◦C or lower.
Another important parameter affecting G-quadruplex formation
and conformation is molecular crowding: poly(ethyleneglycol)
induces a structural transition from the antiparallel to the parallel
G-quadruplex in G4T4G4.22


Intramolecular structures (G4′ DNA) fold and unfold (rela-
tively) quickly, and fast mixing experiments (i.e., using a stopped
flow accessory) are often required to measure their association
and dissociation rates. On the other hand, it is straightforward
to obtain equilibrium-melting curves, and this facilitates the
determination of thermodynamic parameters (i.e., DH◦, DS◦,
DG◦, equilibrium constant). These melting curves may be obtained
by UV absorbance (at 240 or 295 nm), circular dichroism or
fluorescence, once a fluorescent reporter group is attached to the
oligomer. One should not forget that this fluorescent group can al-
ter the thermodynamic and kinetic properties of the quadruplexes.


Structural polymorphism. Most quadruplexes rely on the for-
mation of a single building block, the G-quartet. Despite a single
building block, they present different conformations, depending
on the sequence, strand concentration and ionic conditions. Four
guanine blocks must be present on the same oligonucleotide
sequence and folding of this oligonucleotide into a quadruplex will
create three loops. However, variation in the loop geometry and
strand orientation may lead to distinct conformations. Several dis-
tinct conformations have often been reported for a single guanine-
rich sequence, depending on the incubation conditions and the
experimental approach (Fig. 1B, right). Such polymorphism com-
plicates the kinetic and thermodynamic analyses of such structures
and makes difficult a “clean” design of G4-based nanodevices.
The most striking and recent example of structural complexity
is the intramolecular human telomeric motif. In sodium, the
AG3(T2AG3)3 sequence adopts an intramolecular quadruplex with
a central diagonal loop. As a result, each strand has one parallel
and one antiparallel neighbour.23 In potassium, the situation is
different. Crystallographic studies indicate that the very same
sequence adopts a completely different folding scheme: all four
DNA strands are parallel, with the three linking trinucleotide
loops positioned on the exterior of the quadruplex core, in a
propeller-like arrangement.24,25 Recent NMR studies by the groups
of Yang26 and Patel demonstrated that the solution conformation
in K+ corresponds to a “mixed” quadruplex, involving one reversal
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Table 1 Comparison of G-quadruplex and i-DNA


Structure H-bondsa Ionb Sugarc Based Rise/Å Twist (deg) DH◦/kcal mol−1 per quartet or C·C+ base pair


i-motif 3 H+ C3′ endo anti 6.2 16 −11
G-quartet: 4 × 2 K+; Na+ C2′ endo syn/anti 3.4 30 −20


a Number of H-bonds per repetitive unit (base pair or quartet). b Preferred counter-ion. c Conformation of the sugar (predominantly observed).
d Conformation of the glycosidic bond.


chain and two lateral loops. Such polymorphism may explain
why complex kinetic behaviours are observed in situations where
simpler models are expected.


i-DNA


Presentation. A cytidine-rich oligomer forms a radically dif-
ferent DNA quadruplex in which two parallel duplexes associate
in a head-to-tail orientation with their C·C+ pairs face-to-face,
intercalated in a so called i-motif (Fig. 1A).27 Contrary to the
G-quadruplex form, the i-DNA four-stranded structure is not
based on quartet formation, but on simple base pairs (Fig. 1A,
left and Table 1); therefore, i-DNA is rather a double-duplex
than a true quadruplex. i-DNA was the first nucleic acid structure
to be elucidated by NMR. Since then, further NMR and X-ray
investigations have described the i-motif structure of several C-rich
DNA oligomers, including sequences of biological relevance such
as the human cytosine rich telomeric repeat.28 Each intercalated
duplex of the i-motif forms a right-handed helix with a helical
twist of about 16◦. The stacked C·C+ pairs are nearly orthogonal
and the structure has two wide and two very narrow grooves. The
intercalation stretches the sugar backbone to an inter-base helical
rise of 6.2 Å, about twice that of B-DNA duplexes, and forces
the sugar pucker toward the C3′-endo to C4′-exo conformational
range.


Stability. The optimal pH value for the i-motif stability is equal
to the cytidine pKa (around 4.2); i-motif formation is disfavoured
at basic and very acid pH. The net release of one proton per
base pair accounts for the cooperative melting at pH higher than
the cytidine pKa. Proton release/uptake may be so high that
the i-motif structure may be used as a proton donor/acceptor.29


The telomeric repeat (CCCTAA)4 can form the i-motif; its half-
dissociation temperature (Tm) is 39 ◦C at pH 6 but is only 20 ◦C
at neutral pH.30


Defining the states of the device


The nanomachines presented here can be compared to two-stroke
engines. Various classes of devices are presented in Table 2. In
order to characterize the mechanical work associated with an
engine cycle, the end-to-end distance variation need to be known.
Therefore we shall consider the end-to-end distance in each state
of the different motors.


Table 2 Possible nanodevices


Closed state Open state Fuel Waste Reference(s)


G-quadruplex Duplex Bp formation Duplex 12,13,32,75
i-DNA duplex Duplex pH change NaCl 44,47
i-DNA Random coil pH change NaCl 45


The closed/compact state. For the i-motif based motor, the
distance between the first C5′ and the last C3′ of the sequence
is around 0.8 nm. In the G-quadruplex-based motor, use of the
same anchor for the first and the last G in the vertebrate telomeric
sequence gives rise to a distance in the 1–2 nm range (depending
on quadruplex conformation—see Fig. 1B).


The open/extended state. For the open state, one may dis-
tinguish two different cases. In the case of simple unfolding, the
ill-defined open state corresponds to a 21 nucleotide-long single-
strand, which should create an object with a maximal length of
around 15 nm (fully extended single-strand). However, the actual
length is probably much shorter as one should rather consider
this object as random coil: single-stranded DNA has a very short
persistence length. For the duplex open state, the 5′–3′ distance
resulting from the unfolding of a 21 nucleotide-long probe is 7.1 nm
(using a 0.34 nm pitch).


Fuelling the device


The flexibility and complementary nature of DNA structures
can be used for the fabrication of dynamic assemblies. Cycling
oscillation between a folded compact form and an extended motif
may be used to perform mechanical work and can be achieved by
at least two different pathways: (i) strand replacement, by means
of which, distinct base pairing can be switched by the addition of
thermodynamically more favourable binding partners (Fig. 3B),
and (ii) conformational changes of the nucleic acid molecule
as a consequence of environmental modifications (see Table 2;
Fig. 3A).


(a) Via duplex formation (strand displacement). Conforma-
tional changes can be driven by the sequential addition of DNA
single strands: the quadruplex sequences (the core of the device)
is extended into a duplex structure upon hybridization with a
complementary fuel strand (Fig. 2, 3B and 4A); this strand is then
displaced by a strand exchange reaction with a second fuel strand,
permitting the core sequence to refold into a quadruplex structure.
A double-stranded waste product accumulates at each cycle. This
approach will be further discussed in more detail. Hybridization
kinetics can be controlled by DNA catalysts.31,32 This “fuelling”
principle has been successfully applied for the construction of
G4-based mechanical devices, where the transition between a G-
quadruplex and a duplex conformation induces extension and
contraction of the DNA molecule.12,13,33 Simmel and co-workers
employed this method in an important step towards a real-world
application. They opened and closed a G-quadruplex-shaped
thrombin-binding aptamer34 by strand replacement, allowing the
release or binding of a thrombin molecule in the presence of a
specific DNA sequence.33
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Fig. 2 Opening of the G-quadruplex; two possible pathways are pre-
sented. Upper: via direct binding to the folded quadruplex, followed by
duplex invasion. This mechanism is considered unlikely if loops are short;
however, a variation of this pathway in which the quadruplex is only
partially unfolded is possible. Lower: via trapping the open state of the
quadruplex. If one chooses experimental conditions too favourable for
quadruplex formation, extremely slow kinetics are expected, as a result of
a long-lived folded state.


Fig. 3 Two possible nanodevices involving i-DNA (A) pH-driven: a
proton fuelled nanodevice consisting of a C-strand capable of folding
in an i-motif.34 At low pH, folding of the C-strand into an i-motif is
favoured (left). Raising the pH destabilises the i-motif, thus promoting
an extended single-stranded state (right) or duplex conversion (provided
a complementary strand is present, as panel B). (B) Addition of the
red/black strand leads to the opening of the closed state (upper pathway).
The blue/green strand hybridizes to the black/red strand, which releases
the blue strand that folds back into the closed state (lower pathway).


Most of the DNA devices involving quadruplexes rely on
duplex–quadruplex interconversion, which has been studied for
a number of different sequences.16,35–39 In particular, an equimolar
mixture of the telomeric oligonucleotides AG3(TTAG3)3 and
(C3TAA)3C3T, has been the subject of our investigations. We
defined which structures exist in solution and which are the
predominant species under a variety of experimental conditions.40


Fig. 4 A DNA-fuelled nanodevice involving a G-quadruplex. (A) Princi-
ple of the device: F21T is folded into a quadruplex structure. In the opening
step, the addition of a complementary strand (C-fuel) extends F21T into
a duplex conformation. In the closing step, the C-fuel is removed from
F21T by the addition of a complementary G-fuel and F21T refolds in a
quadruplex form. A waste duplex is generated at each cycle. (B) Sequence of
the oligomers. The Tm of the two duplexes F21T–C-fuel and C-fuel–G-fuel
are shown on the right. They were obtained in a 10 mM sodium cacodylate
pH 7.2 buffer with 0.1 M NaCl at a strand concentration of 2 lM (for F21T)
and 2.5 lM (C-fuel–G-fuel). The addition of 20 mM MgCl2 leads to a Tm


increase of 5–8 ◦C. Mismatches between F21T and the C-fuel 27Cm3C are
boxed. (C) Cycling of the device in a 10 mM sodium cacodylate pH 7.2
buffer with 0.1 M KCl and 20 mM MgCl2, at 45 ◦C. The concentrations
of F21T and of the fuel strands are 2 and 2.5 lM, respectively. F21T
conformational oscillations are monitored by FRET between a fluorescein
(F, green triangle) and a tetramethylrhodamine (T, orange triangle).


Under near-physiological conditions of pH, temperature and salt
concentration, telomeric DNA is predominantly in a double-
helical form. However, at lower pH values, favourable ionic condi-
tions or higher temperatures, the G-quadruplex and/or the i-motif
efficiently compete with the duplex.39,40 We then demonstrated
that, in the lM range, the duplex is the thermodynamically
favoured species and that folding into a quadruplex delays, but
does not prevent, formation of a Watson–Crick duplex.12,41 The
increased stability of the duplex as compared to the quadruplex
has been confirmed by UV-melting analysis of the oligonucleotides
under a variety of conditions. For example, the DG◦ for quadruplex
formation at 37 ◦C in 0.1 M KCl is −3.8 kcal mol−1 for
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the intramolecular telomeric sequence, and the DG◦ for duplex
formation under identical conditions is significantly more negative
(<−5 kcal mol−1). Invasion of the thrombin-binding quadruplex
by a complementary DNA strand fails, whereas a short PNA probe
actively disrupts the quadruplex.36


These results suggest that human telomeric quadruplexes are
marginally less stable than duplexes. In the absence of external
factors, such as supercoiling or structure-specific binding proteins,
a genomic region with strong asymmetry between a guanine-rich
and a cytosine-rich strand is likely to remain double-stranded.
However, the situation in a living cell is inherently molecularly-
crowded. This molecular crowding affects the structure and
stability of the telomeric G-rich and C-rich strands and may
prevent any duplex formation.42 Ciliate telomeric motifs such
as (G4T4)n (Oxytricha) prefer quadruplexes over duplexes under
certain conditions. The G4T4G4 sequence forms a duplex in the
presence of its complementary strand in 150 mM Na+, but retains a
quadruplex conformation in K+.35 Higher sodium concentrations
(>550 mM) are required to induce duplex disproportionation.


Analysis of duplex formation/quadruplex opening is further
complicated by the existence of several possible quadruplex
conformations (Fig. 1B) and several possible pathways (Fig. 2).
This might explain the necessity of a double-exponential fit to
investigate the results.43 The first-order kinetics observed by Green
et al. suggest a slow rearrangement of the quadruplex prior to
trapping. Finally, one should note that the double-labelling fluo-
rophore procedure leads to a 10 ◦C decrease in melting temperature
and we do not know whether this reflects a decrease in association
and/or an increase in dissociation as compared to the unlabelled
(G3T2A)3G3 quadruplex. This labelling could also favour some
folded forms and therefore alter the opening/folding pathways.


(b) By changing the medium. A second approach to obtain
DNA-based nanomachines relies on environmentally-induced
conformational changes. Such external factors include the vari-
ation of salt concentrations that control supercoiling, ionic
strength, pH value and temperature. All these structural changes
are reversible and, hence, the direction of the transition can be
inverted by oscillating the value of the environmental parame-
ter. Two examples illustrating this principle have been recently
reported by the groups of S. Balasubramanian and F. Simmel44,45


(Fig. 3). They used protons to fuel a DNA-based nanomachine
which can reversibly switch between an i-motif conformation
(compact, closed state) and an extended conformation, either a
random coil or a double-stranded structure. pH oscillations may
be generated by sequential addition of HCl and NaOH, leading
to the accumulation of NaCl and H2O as waste products, or
by sophisticated oscillatory chemical reactions. In the case of
pH driven nanodevices, it is essential to choose a probe which
is relatively insensitive to pH. Rhodamine green is an excellent
choice, as its quantum yield is insensitive to pH from 4 to 9.


Immobilized devices


Most artificial DNA devices work in buffer solution and thus pro-
duce nondirected random motion. To exploit the potential of these
motors, it is necessary to attach them to a surface without altering
their function. By immobilizing a DNA nanodevice onto micro-
cantilevers, Shu et al. demonstrated that it is possible to convert the
conformational change of the i-motif into cantilever bending.46 An


i-motif may also be immobilized on a gold surface; when folded,
the terminal rhodamine green fluorophore is quenched due to its
close proximity to the gold surface.47 Increasing the pH allows
unfolding of the structure and hybridization to a complementary
strand, lifting the fluorophore away from the gold surface, and
greatly reducing quenching efficiency. Xiao et al.48 used a similar
approach to develop a thrombin detector. They immobilized a
thrombin-binding aptamer on a gold electrode and labelled it with
methylene blue (MB). In the absence of thrombin, the aptamer is in
a conformational equilibrium between the G-quadruplex and the
unfolded state such that the MB labels of unfolded aptamers may
enable efficient electron transfer with the electrode. The presence
of thrombin shifts this equilibrium towards the thrombin-binding
G-quadruplex conformation, thus altering the electron tunnelling
distance and thus inhibiting electron transfer.


Illustration of a quadruplex–duplex device


(a) Description. In this paragraph, we will present the cycling
of a G-quadruplex-based device. The principle and the cycling
of the device are illustrated in Fig. 4. We have chosen to study
the F21T sequence (see Fig. 4B) that mimics 3.5 repeats of the
human telomeric G-strand. This device switches between two
states: an elongated double strand of DNA and a tightly coiled
quadruplex.12 Addition of a fuel DNA strand leads to unfolding of
the quadruplex structure and consequent formation of a classical
double helix. To re-fold the quadruplex, we add an “anti-fuel”,
which combines with the DNA fuel strand to form a waste
product. The device oscillates between two well-defined states (a
folded quadruplex and an extended duplex) and accomplishes an
extension–contraction movement.12 The 5′–3′ distance oscillates
between 1.5 nm (quadruplex) and 7 nm (duplex), with a calculated
force of ca. 8 pN.12 The presence of two fluorescent reporter groups
(fluorescein and tetramethylrhodamine) allows us to monitor the
conformational transition between the folded and the unfolded
form (Fig. 4C). In fact, as previously reported by our group,49


intramolecular folding of a telomeric oligonucleotide into an
intramolecular G-quadruplex leads to fluorescence resonance
energy transfer (FRET) between a donor (fluorescein) and an
acceptor (tetramethylrhodamine) covalently attached to the 5′ and
3′ ends of the DNA strand, respectively.


The first step of the machine (the opening step; Fig. 2)
consists in opening the quadruplex into a duplex conformation.
Conversion of the 21 nucleotide-long intramolecular quadruplex
d(GGG(TTAGGG)3) into a double-helix upon addition of the
complementary 21C strand is associated to little transfer, as the
average distance of the two chromophores is larger than the
Förster critical distance (calculated to be around 5.0 nm). In
contrast, intramolecular folding brings the two chromophores
in sufficiently close proximity to observe energy transfer. Duplex
formation does not occur at 0 ◦C, whereas it is strongly delayed at
20 ◦C and is almost complete after 1 h at 37 ◦C or higher. Faster
kinetics were observed in the presence of 0.1 M NaCl (instead
of KCl).12 These results indicate that, provided that a suitable
temperature is chosen, association between the two strands is
possible. This process corresponds to the first half of the cycle
depicted in Fig. 4A.


To promote quadruplex opening, a complementary 21 base-long
d(CCCTAA)3CCC oligonucleotide (C-fuel) is sufficient. However,
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the reversal step requires a longer C-fuel strand length, in order
to initiate C-fuel/G-fuel duplex formation on a single-stranded
overhang. We therefore analyzed F21T quadruplex opening by
longer C-fuel strands, which contain 6 or 12 extra bases at their 3′


end (i.e., 27- or 33-mers; Fig. 4B). The presence of a 6–12 base-long
overhang does not hamper F21T/C-fuel duplex formation and
does not significantly alter the kinetics of quadruplex-to-duplex
conversion.


The second step of the machine (the closing step) consists
of the reverse equilibrium: opening of the C-fuel/F21T duplex
with consequent liberation of the F21T strand, thus allowing
for its intramolecular quadruplex refolding. The F21T strand
may be liberated with another DNA strand called the G-fuel
strand. This strand allows for the destruction of the non-covalent
interactions within the C-fuel/F21T duplex by formation of a
thermodynamically more stable C-fuel/G-fuel competing duplex.


(b) Poisoning by the duplex waste product. The progressive
accumulation of the waste duplex will displace the equilibrium
toward the extended state and eventually poison the system. We
have tried to calculate the influence of this waste product on the
equilibrium constant (Fig. 5A). K is defined as the ratio between
the affinity constants of the two duplexes (C-fuel/F21T duplex and
C-fuel/G-fuel). As shown in this figure, in the case of equal (K = 1)
or not sufficiently different (K = 10) affinity constants, the cycling
efficiency will decrease very quickly after a few cycles, whereas
a large difference in affinity (K = 103 to 104) allows efficient
cycling for 20 times or more. In the latter case, the accumulation
of the waste product may be neglected. These calculations are in
agreement with the experimental data. In the example of Fig. 5B,
the two duplexes F21T/27C and 27C/24G have very similar
stabilities: the fast decrease in cycling efficiency is consistent with
the simulated data assuming K = 1 (circles) and may simply be


Fig. 5 Influence of the accumulation of the waste product on the cycling
efficiency. (A) h is the fraction of F21T refolded into a G-quadruplex form
at the end of each cycle as a function of the number n of performed cycles.
It is related to the equilibrium constant K between the folded and the
extended state at the closing step by the expression K = [h (n + h)/(1 −
h)2]. K is defined as K = [(F21T)quadruplex ][(C-fuel/G-fuel)duplex ]


[(F21T/C-fuel)duplex ][G-fuel]
. (B) Cycling of the core


sequence F21T (0.2 lM) using the fuels strands 27C and 24G (0.25 lM),
in a 10 mM sodium cacodylate pH 7.2 buffer with 0.1 M NaCl and 20 mM
MgCl2, at 37 ◦C. The filled circles represent the attended signals at the end
of each folding step assuming K = 1. (C) Sequences of the oligomers: the
Tm of the two duplexes F21T/27C and 27C/24G are shown on the right.
They were obtained under the same conditions as Fig. 4B.


explained by the accumulation of the 27C/24G waste product. To
increase the cycling efficiency of the nanodevice, two solutions are
viable: increasing the stability of the C-fuel/G-fuel duplex using
a modified morpholino G-fuel strand or decreasing the stability
of the F21T/C-fuel duplex by introducing mismatches (Fig. 4B).
Contrary to the system presented in Fig. 5B, both solutions lead
to a near complete reversion to the folded quadruplex.12


The C-fuel/G-fuel strand ratio must also be precisely controlled.
As strand concentrations are usually determined with a 10% or
more uncertainty using calculated extinction coefficients, it is
necessary to pre-establish molar equivalence between these two
strands by preliminary UV-absorbance titration profiles. Other-
wise, the accumulation of a slight excess of the C- or G-fuel strand
eventually leads to the poisoning of the machine (data not shown).


c) Improving the kinetics. The switching time for this ma-
chine may be modulated by a number of factors, such as
temperature, nature of the monovalent cation,12 ionic strength,
presence of divalent cations, sequence and chemical modification
of the strand(s) as well as the strand concentration. It is important
to note that magnesium has a favourable effect on the kinetics of
the system, except when a morpholino G-fuel strand is used.12


Magnesium does not stabilize the DNA–morpholino duplex,
perhaps because morpholino oligomers are uncharged nucleic
acid analogs.50 Using strand concentrations in the lM range
leads to acceptable kinetics: increasing strand concentrations
from 0.2 to 2 lM leads to faster opening and closing steps of
the nanodevice. From these data, and from the comparison of
different oligonucleotide sequences, it is possible to design an
experimental system in which the machine has a relatively fast
cycle.12 The pH was kept above 7.0 in all experiments for two
reasons: fluorescein emission is strongly quenched at acidic pH
and a low pH may favour alternative structures of the C-rich
strand.51,52 Under optimal conditions, switching from the closed
to the open state takes less than 30 s, while the reverse process
takes 3 s.


Nanostructures involving quadruplexes


DNA is an excellent molecule not only for design of nanodevices
but also for construction of complex two- and three-dimensional
DNA nanoarchitectures (for a recent illustration, see2). In most
cases, “traditional” Watson–Crick base pairing is the fundamental
driving force for specific recognition and assembly. However,
complex self-assembling building blocks are required for the pro-
duction of stable nanosized objects or nanoarrays. A pioneering
work in this field was conducted by Seeman in the early 1980s:53


synthetic DNA branched junctions, containing three or four arms,
were used as building blocks for the construction of artificial
DNA nanostructures. DNA junctions motifs are comprised of
double-stranded DNA helices where one half of each ssDNA
strand contributes to one arm and the other half is linked to
a neighbouring arm. This increases the stiffness of the DNA
rod, which otherwise, with its persistence length of ca. 50 nm,
would lead to severe deformations for structures in the lm scale.
Additional rigidity may be conferred to the structure by use of
the so-called double crossover tiles.54,55 These motifs consist of
two double-stranded DNA helices which interchange their single-
strands at two crossover points. A potential alternative would
be to use a DNA structure whose formation is not based on
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“classical” Watson–Crick base-pairing, such as a quadruplex.
NMR, crystallography and molecular modelling studies agree that
this structure has an exceptional stiffness.56


Guanine-rich oligonucleotides may indeed self assemble into
supermolecular structures called G-wires57 or frayed-wires.58 G-
wires formed by G4T2G4


57 are up to 1 lm long, with a diameter
(2.5 nm) consistent with the diameter of the G-quadruplex.
Formation of G-wires is dependent on the presence of Na+,
K+ and/or Mg2+ and, once formed, G-wires are resistant to
denaturation. Assembly of G4T2G4 G-wires occurs more efficiently
in Na+, yet G-wires formed in potassium are more stable.57


Several reports indicate the crucial role played by divalent cations
such as magnesium59–61 or calcium62 on G-wire formation. Ca2+


induces a structural transition of the G4T4G4 oligonucleotide
from the antiparallel to the parallel G-quadruplex, and finally
to G-wire formation.62 The kinetic parameters also indicate
that G4T4G4 undergoes this transition through multiple steps
involving Ca2+ binding, isomerization and oligomerization of
G4T4G4. These complexes form within minutes58 or hours, even at
moderate concentrations. In the case of the A15G15 oligonucleotide,
a “stem” is formed through interactions between the guanine
residues of the associated oligonucleotides, whereas the adenine
’’arms’’ remain single-stranded and may be hydribized to a T10


or T15 oligomer without disrupting the quadruplex stem.58,59 An
interesting (but speculative) new model for multimerization called
“G-lego” has recently been proposed for G11T.63 This model
requires the rearrangement and sharing of hydrogen bonds to form
a new quartet between two interacting quartets. Once formed,
all these complexes are extremely resistant. G-wires prepared in
the presence of potassium resist even to standard denaturation
conditions (40–50% formamide/7–8 M urea 100 ◦C).57,58


Unfortunately, G-wires are relatively “crude” supramolecular
assemblies: although the formation of lm long rods is straight-
forward, it is difficult to control precisely the assembly process
and to combine these wires with more complex motifs. Frayed
wires bearing additional dangling ends at each building block
were employed to construct networks using linker strands that
form Watson–Crick and Hoogsteen base pairs with the “fringes”.
These assemblies were characterized by AFM.64 The assembly
of branched nanowires of guanine quadruplexes has also been
demonstrated.65


Short, well-defined tetramolecular quadruplexes have not yet
been used for the construction of self-assembling DNA nanoarchi-
tectures because of their self-pairing properties (in a G4 structure,
G binds to G: the concept of complementary strand does not apply
here). If such a motif can hardly qualify as the basis for well-
defined, complex nanostructures, it can still be part of a duplex-
based architecture. Liu et al. introduced a G-quadruplex aptamer
in a DNA nanostructure to drive the self assembly of the thrombin
polypeptide.66


Discussion and concluding remarks


Although nanotechnology is “trendy”, everything with the prefix
“nano” is not necessarily novel: a number of biological macro-
molecules undergo conformational changes or reactions that
are potentially reversible and fuelled by environmental stimuli
(H+, small molecules, etc.—a beautiful example is provided by
ATP synthase). These biomolecules may therefore be described


as nanomachines. Clearly, to re-label these existing systems as
nanomachines, without either gaining deeper understanding about
how they work or finding new applications, is not in itself inventive.
One may for example consider a triplex–duplex conversion: this
system, which has been studied before in great detail,67–69 may
be assimilated to a proton-fuelled nanomachine if the third
strand is tethered to the duplex.70 In the same line, the discovery
of guanine quartets represented an important step forward in
our understanding of DNA structure.4–6,71,72 On the other hand,
practical applications of quadruplex-based nanodevices are yet to
be demonstrated; we will discuss some possibilities in the next
paragraph.


Potential applications of quadruplex-based nanoarchitectures
include from one side the use of more rigid DNA scaffolds for
the precise positioning of macromolecules (at the nanometer
scale) whereas, from the other side, the controlled conformational
transition from the folded quadruplex to the extended duplex
form may be employed in the field of nanorobotics. Quadruplex
structures comprise a wide class of well-defined conformational
states. Their conformation and stability can be tuned by varying
the sequence and/or the length sequences, by modifying different
solution conditions, such as salt composition or pH, or by
using small molecules that specifically bind to them. Although
our understanding of the thermodynamic, kinetic and structural
properties of quadruplexes has improved, considerable work lies
ahead to fully understand the rules governing their formation,
in order to design new devices and architectures involving
quadruplexes. A deeper comprehension of these rules will permit
the exploitation of the structural richness offered by quadruplexes
and the control and modulatation of the characteristics defining
quadruplex based devices, such as the conformational states, the
nature and the amplitude of the performed movements, the forces
that may be exerted and their robustness. A weakness of DNA-
fuelled nanodevices is their oscillation frequency, limited by the
hybridization kinetics of complementary strands. DNA catalysts
may be designed to speed up cycling as it has been recently
demonstrated.53 Another potential limitation of quadruplex based
nanomachines at least as they are conceived up to now is the need
for sequential addition of fuel (protons or DNA-strands) to make
them cycling. It will be interesting to conceive systems capable of
cycling autonomously, as recently reported for “walking DNA”.73


Furthermore, accumulation of waste products (DNA or salt) leads
to a progressive loss of cycling efficiency, as we have shown
for DNA-fuelled nanodevices. The progressive increase in salt
concentration in the proton fuelled device represented in Fig. 3A
should also lead to a slow oscillation damping by stabilizing the
duplex over the i-motif. In order to make a device run indefinitely,
the parameters governing quadruplex–duplex equilibrium should
be kept constant, but this can occur, of course, only at the expense
of some external system.


A still open question concerns the closing and opening pathways
of DNA nanodevices based on quadruplex/duplex intercon-
version (and more generally, DNA-fuelled nanodevices). Is the
opening step driven by a strand exchange reaction (pathway 1,
Fig. 2) or is it driven by an equilibrium displacement induced by
hybridization of the complementary strand with an unfolded core
sequence (pathway 2, Fig. 2)? The change in free energy between
the closed and the open state does not depend on the opening
pathway, the free energy being a state function. On the other hand,
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the work that can be accomplished by the system depends on the
pathway experienced (that is, on the kind of forces applied to
the system which may affect the dissipation of energy). The same
question may be addressed for the closing step.


A legitimate question is: what are these devices good for? The
first pioneering works describing DNA nanodevices principally
anticipated potential applications in the field of nanorobotics.
These devices permit a wide range of movements at the nanometer
scale. They are, in principle, capable of exerting forces comparable
to those exerted by natural molecular motors (in the order of 10
pN). They switch between well-defined conformational states, thus
offering the possibility to code different information. Can these
systems also be exploited for biological applications? A partial
answer may be found in a communication by Dittmer et al.:33


this team used a DNA-fuelled system based on quadruplex–
duplex transition (similar to the one represented in Fig. 4A)
to control the concentration of the human blood-clotting a-
thrombin in solution. The core sequence is an aptamer that, when
folded in a quadruplex structure, strongly binds to thrombin;
switching between a quadruplex and a duplex conformation leads
to trapping and releasing of thrombin, respectively. May this
approach be extended to regulate other biological processes, for
example, to modulate biological processes occurring at DNA or
RNA level? Sequences prone to form quadruplexes are present
in the regulatory regions of genomes and it has been suggested
that the transitory formation of quadruplex structures may play a
role in genome regulation. For example, Hurley and colleagues
reported that the stabilization of a G-quadruplex structure in
the c-MYC promoter region by a small molecule repressed
transcription.74 Starting from a duplex conformation, is it possible
to enforce artificially duplex–quadruplex conversion in certain
genome or RNA regions by using fuel oligonucleotides, following
the principle illustrated in Fig. 4A?


Finally, as Richard Feynman said at the annual meeting of the
American Physical Society in 1959 in a visionary talk entitled
“There is plenty of room at the bottom”: “· · ·(W)hat are the
possibilities of small but movable machines? They may or may
not be useful, but they surely would be fun to make.”
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We present a set of DNA supramolecular architectures based on the polymerization of discrete DNA
tiles having the shape of parallelograms and designed to have a one-dimensional inter-tile connectivity.
Tiles bind to each other with two connections, which have different thermal stabilities. We discuss how
this difference in stability implies that the same monomeric tile can yield supramolecular polymers of
different shapes just by changing the polymerization conditions. We show how this system reacts to
external stimuli by interconverting between some of its possible states. Concurrently, we show how
performing the polymerization on a surface can influence its outcome.


Introduction


It is becoming increasingly evident that a convergence of the
bottom-up and top-down construction strategies will prove of
fundamental importance for the production of functional nan-
otechnological devices.1–3


In the last two decades, nucleic acids received an increasing
amount of attention as an ideal tool for molecular fabrication tasks
due to their extremely rich self-assembly capabilities. The reversible
coupling of DNA molecules is governed by a highly programmable
informational code, the rules of which are well-known. The
resulting DNA helixes are extensively characterized objects with
respect to their geometrical and mechanical properties.


An ample library of novel DNA motifs4 has been described
in the literature, which can be combined to create geometrically
defined nanoscale architectures by design.5 Since these architec-
tures can be quite easily decorated with different objects such
as metal nanoparticles, proteins, carbon nanotubes, or organic
dyes,6–15 structural DNA nanotechnology is asserting itself as a
very promising way towards bottom-up construction of nanoscale
structures with functional capabilities. Regardless of the existence
of many structural motifs and of many proofs that they can self-
assemble with high efficiency, the mechanistic knowledge of the
involved processes is still fairly limited.
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DNA nanoarchitectures can be designed to be monomeric or
polymeric in nature. The former approach focuses on obtaining
the desired shape directly in one hierarchical step from discrete
oligonucleotides. Remarkable implementations of this approach
appeared only recently in the literature.16,17 Most published DNA
nanoarchitectures are however designed as polymers created by the
assembly of monomeric repetitive units, often called ‘tiles,’ capable
of binding to each other in a programmed way towards higher and
higher hierarchical levels of structural organization.5 The overall
shape of the architecture is critically dependent on the topological
connectivity of the tiles. This means that tiles that are structurally
very similar can assemble into radically different architectures
thanks to the choice among possible connectivities. For example a
line (1D connectivity) or a plane (2D connectivity) can be obtained
with virtually the same tile.10,18,19 Structures obtained by the 2D
assembly of tiles (planes and tubes) comprise the majority of those
reported in literature,4,5 while 1D assemblies are comparatively less
abundant.5,18–21


At each level of hierarchy, all the aforementioned DNA
architectures are bound by reversible interactions, thus they can
also be viewed as supramolecular polymers.22,23 It has been shown
that the polymerization of DNA-based monomers yields well-
behaved, reversible polymers, the structure of which depends on
a variety of factors including the strength and specificity of the
association, the rigidity of the monomers, their concentration,
and the environment in which the polymerization occurs.24 This
implies that DNA supramolecular polymers can be classified
as ‘constitutionally dynamic materials,’23,25 as their organization
is never permanently defined but it can change in response to
the environment. Rarely, the attention has been focused on the
sequential order of formation of cohesive-end connections with
different stabilities and on the effect that this has on the final
result of the polymerization


Herein, we present a family of DNA supramolecular architec-
tures based on the polymerization of discrete DNA tiles having the
shape of parallelograms20 and designed to have a one-dimensional
inter-tile connectivity. We show how one type of monomer can
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yield classes of supramolecular polymers of different shapes and
size just by changing the polymerization conditions. We also show
how changing the base composition by just one base pair (among
142) in the monomer leads to dramatically different behavior.
Moreover, we show how this system adapts in response to external
stimuli by interconverting between some of its possible states.


The described system could prove an interesting model for
extending the knowledge of self-assembly processes.


Results


Design of a structurally controlled supramolecular polymer based
on nanometric DNA parallelogram tiles


A mechanically rigid and structurally controlled supramolecular
polymer is obtained thanks to the assembly of flat and rigid
parallelogram-shaped tiles (see Scheme 1) as first suggested by
Seeman and coworkers.20 Each tile self-assembles into a single
possible structure from the designed interaction of six different
oligonucleotides. The assembly occurs on cooling the solution
from a state where no interaction is stable to one where individual
tiles form (below the melting temperature, Tm, of the extended in-
teractions amongst oligonucleotides). A slow cooling rate ensures
that the assembly takes place at equilibrium and only the most
stable adduct forms.


Scheme 1 (A) Oligonucleotide sequences and structure of a DNA
parallelogram tile. The tile depicted here has two pairs of 7-nt-long sticky
ends with different sequences and base composition and thus a different
thermal stability. In this study, we also employed another parallelogram
tile, identical to the previous one except for the sequence of one pair of
sticky ends, which is in this case designed to have the same base composition
of the other pair of sticky ends, but a different sequence. (B) 3D model of
one parallelogram tile, where helices are represented as cylinders. Below,
its schematic representation used in the next schemes. (C) 3D model of a
one-dimensional array of parallelograms linked to each other by means of
both pairs of sticky ends (and schematic representation below).


As showed in Scheme 1, each tile is made of 4 four-way junctions
flanking two turns of double-stranded DNA (dsDNA). On two op-
posite sides, connections are predisposed through 7-nucleotide (nt)


long single-stranded DNA oligonucleotides, commonly named
‘sticky ends,’ protruding from 7-base pair (bp) long dsDNA
segments. The Tm of these dsDNA segments is considerably lower
than that characterizing the extended interactions that hold the tile
together. The marked difference between these two regions of ther-
mal stability makes the assembly hierarchical and enables the sepa-
ration (in time or in space) of the two assembly events. In our exper-
iments, this feature allowed us to assemble the tiles in optimal con-
ditions, and then study the polymerization in different conditions.


As shown in Scheme 1C, the assembly resulting from poly-
merization of one tile around its two couples of aligned “sticky”
ends is a 1D rail-like structure that should be rigid due to the
mechanical coupling among all the possible deformations. In-
plane deformations seem to be particularly difficult. Compared
to previous implementations of this same DNA motif,20 we
implemented a smaller tile, thus a smaller separation between the
junctions (two turns compared to four) and longer, more stable
sticky ends in order for the assembly to result more rigid and
stably connected.


The resulting assembled 1D rail-like system has two rows of 4-
way junctions separated by 7 nm along the longitudinal axis of the
chain, and each couple of junctions is spaced 7 nm on the width
of the chain. Each repeating unit thus occupies 14 nm of length
along the chain (see Scheme 1). The joining of two tiles around
only one of the two possible connections should guarantee that
the minimum energy structure is still the same flat rail as for the
doubly-connected system, with the significant difference that the
structural flexibility would be so much higher that many different
conformations would be available to the incompletely connected
polymers.


In the final, completely connected polymer, each tile is linked to
another by up to 35 hydrogen bonds, plus the stacking energy of the
newly-formed base pairs. The bonds are reversible, implying that
the degree of polymerization can be changed by thermal treatment
or modifications of the concentration of macromonomers.


Assembling parallelograms with two sticky ends having the same
sequence


Our first attempt towards the making of rigid and linear rail-like
polyparallelogram structures was made by joining two consecutive
parallelograms by means of two 7-bp long dsDNA segments with
the same base sequence. The two sticky ends on both sides of the
tiles have the same sequence but different orientation (one has a
5′-overhang, while the other a 3′-overhang).


We performed a thermal assembly of a 0.1 lM solution of all
the constituent oligonucleotides from 90 ◦C (where all interactions
are unstable) to 15 ◦C (where polymers should be stable) at a
cooling rate of 0.01 ◦C s−1 (the entire process takes slightly over 2
hours). The success and efficiency of the assembly was verified via
electrophoretic analysis.


The resulting DNA nanostructures were observed with the
atomic force microscope (AFM) at room temperature after
spreading at 20 ◦C. The AFM analysis gives information on the
structure and size of polymeric chains. As can be seen in the
AFM micrographs (a sample is shown in Fig. 1), the assembly
proceeds with high conversion in the conditions employed, as very
few dot-like monomeric objects are observed (some dot-like single
parallelogram objects have been characterized by us before).5


3428 | Org. Biomol. Chem., 2006, 4, 3427–3434 This journal is © The Royal Society of Chemistry 2006







Fig. 1 AFM images representative of the result of the parallelogram polymerization in different conditions. (A–C) Annealing from 50 ◦C to 20 ◦C of the
tile in which both pairs of sticky ends have the same thermal stability, at the same rate (0.01 ◦C s−1) but different monomer concentrations: from left to
right 1 nM, 10 nM, and 100 nM. (D–F) Annealing from 50 ◦C to 20 ◦C of the tile in which the two pairs of sticky ends have a different thermal stability
at the same concentration (100 nM) but different cooling rates: from left to right 3.00 ◦C s−1, 0.01 ◦C s−1, approx. 0.0003 ◦C s−1. The inset of panel D
shows the result of a brief (5 min) heating of the same sample at 37 ◦C. All the scale bars of the images measure 200 nm.


The images show straight or slightly curved rod-like shapes, rods
with short branchings and a very limited number of small ring-like
cyclical objects (cyclical structures have an average contour length
of 87 nm and represent as little as 2% of the imaged objects). The
average dimension of the rod-like objects is 106 nm (66% of the
sample) thus, considering a repeating unit of 14 nm, 7.6 units.
Branched or otherwise “imperfect” rail objects represent about
32% of the population, while they probably represent the majority
of the mass content of the sample, since they have a bigger size
than rods and circular shapes.


All imaged objects show chains with a constant width com-
patible with the width of a parallelogram, demonstrating that, as
designed, the connection among the tiles is one-dimensional.


Assembling parallelograms with same sticky ends at different
oligonucleotide concentration


The above-described assembly-by-polymerization was performed
also at reduced concentrations. Taking advantage of the hierar-
chically separated assembly steps, the concentration of preformed
but disjointed parallelogram tiles was adjusted at 50 ◦C and then
the temperature was lowered to 20 ◦C. Concentrations of 1, 10
and 100 nM were attempted. The results (reported in Fig. 1A–C)
demonstrate that at 1 nM concentration, tiles are so dilute that
they do not assemble at all in the conditions of the experiments,
while at 10 and 100 nM, the assembly produces virtually the same
results (AFM imaging is performed immediately after dilution
to the same concentration) with comparable resulting topology
(branching) and chain size.


Slow assembly of a DNA parallelogram with two different sticky
ends


In order to improve and further characterize the assembly, we
designed and implemented a polyparallelogram system based on


a tile with two different pairs of sticky ends. The sticky ends have
the same length while the base content is slightly different: one
sticky end forms one G–C pair more than the other. This implies
an approximately 2 ◦C melting temperature difference between
them (see Scheme 1A). The size and sequence of the rest of the
parallelogram tiles is exactly the same as that of the previously
reported experiments.


The obtained single parallelograms have been assembled with
the same procedure as described above (100 nM oligonucleotide
concentration, 0.01 ◦C s−1 cooling rate from 90 ◦C to 20 ◦C).
As evidenced by electrophoretic analysis, the assembly efficiency
is comparable with the former case. The AFM study of the
assembled products exhibits only two topologies of objects: rods
and ring-like shapes of varying size (see Fig. 1E). By careful
examination of high-resolution micrographs, it appears that the
ring-like cyclical objects are not smoothly circular, but instead have
curved and straight sections of varying number and extension.
For this reasons, we will from now refer to them as “taralli,” as
they resemble the shape of these regional Italian bread-like snacks
(see supplementary information for details‡). By digitization of
the AFM images,26 we could characterize the average size of the
assemblies and the ratio between rods and taralli. Data have been
obtained from 3441 objects, 31% of which have a rod-like shape
and a median length of 96 nm i.e. 6.9 repeating units, while the
other 69% are taralli, with a median length of 108 nm, i.e. 7.7
repeating units.


Very slow assembly of a DNA parallelogram with two different
sticky ends


The same experiment in the same conditions was repeated with an
ultra-slow cooling rate. The high temperature mix was taken from
90 ◦C to room temperature over a three-day time (0.0003 ◦C s−1,
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approximately) by sealing a 2 l beaker of boiling water containing
a floating tube with the mix in a thick styrofoam box and leaving
it untouched at room temperature for 3 days.


The AFM imaging of this specimen revealed an overwhelming
prevalence of taralli and very few rods (see Fig. 1F for a sample
AFM image). After digitization of the molecule profiles, only 70
rod-like object (11% of the sample) out of 642 counted objects.
Rod-like objects have a median length of 82 nm (i.e. 5.9 repeating
units), while taralli shapes, 89% of the sample, have a median
length of 116 nm (i.e. 8.3 repeating units) thus slightly longer than
with the faster cooling rate described above.


Very fast assembly of a DNA parallelogram with two different
sticky ends


The constituted DNA parallelograms with different sticky ends
were assembled at high rate through a cooling rate of 3 ◦C s−1.


Curiously, a distribution of shapes and topologies very similar
to the result of assembly of DNA parallelograms with two sticky
ends with the same stability and sequence is obtained. Branched
and imperfect linear structures are obtained (Fig. 1D). Very few
cyclical taralli structures are obtained. An accurate quantitative
description of this type of system is arduous: from the visual
inspection of a few images, it appears that 47% of the objects are
rod-like, 3% only are taralli, while 50% of the objects are branched
structures (comprising evidently imperfect rods).


In a qualitative type of experiment, we treated the same
specimen by keeping it at 37 ◦C for a few minutes. As evident
from the inset of Fig. 1D, the assemblies reorganize and the
system then resembles the results of a slow assembly, with more
perfectly assembled rods and a growing proportion of taralli, while
branched structures tend to disappear. From the visual inspection
of a few AFM images, 51% of the images objects are rod-like and
37% are taralli and only 12% are left as branched shapes.


Preliminary results on the assembly of parallelograms on a surface


A preliminary attempt at assembling the polymers directly on
the surface of mica was performed by layering a solution of
parallelograms at a concentration sub-critical for polymerization
(1 nM, see above) at a temperature lower than the melting
temperature of both sticky ends.


Over different intervals, the growth of polymers was quenched
and characterized by AFM. The resulting structures are exclusively
straight rods (no taralli or branched structures) of a size propor-
tional, on average, to the allowed growth time. At any time, also
individual monomeric objects are visible on the surface, together
with longer polymeric objects (see Fig. 2).


Discussion


The DNA rhombus or parallelogram motif has been described first
by Seeman and coworkers and used for the creation of 1D and 2D
arrays.20 It appears that this is not one of the most efficient and
treatable DNA structural motifs, and, especially, 1D arrays have
seldom been obtained with high efficiency. In the last few years,
this motif has been used less and less, in favour of several others
that can yield the assembly of micrometer-long 1D (and 2D)
objects.18,27 Even with its inherent limitations, this tile, more than


Fig. 2 (A) AFM image of the result of parallelogram polymerization
on mica. A 1 nM solution of the tile with two different sticky ends
in TAE–Mg2+ buffer was layered on a freshly cleaved mica surface at
20 ◦C and incubated for 10 minutes. AFM imaging of the same solution
not exposed to the mica surface evidenced the complete absence of
polymerization. Micrograph side is 1 lm. (B) Proposed scheme for the
polymerization on the surface, showing monomers continuously adsorbing
on the mica surface and binding to each other by lateral diffusion.


many others, allows a high degree of structural control, as with
very little changes in the structure and base sequence it permits the
assembly in 1D, 2D or branched topologies (and also in cyclical
ones, as shown here). The concept of hierarchical assembly is
also directly applicable.5 With respect to the published constructs
based on the DNA parallelogram, we implemented significantly
smaller tiles (with 2 double helical turns separating the 4 junctions,
instead of 4, more commonly used by Seeman and coworkers) that
are connected through longer sticky ends (7 nt instead of 4) in
an attempt to generate more stable and more mechanically rigid
polymeric structures.


From our reported data, it is evident that the assembly of DNA
parallelogram macromonomers into supramolecular polymers is
an efficient process, and while the size of the assembled objects
does not compare to what was recently achieved with helix
bundles18 or various types of 2D systems, the conversion from
single parallelograms to polymers seems complete under the
investigated conditions. It is also apparent that the assembled
structures are characterized by a high degree of structural rigidity,
due to the designed mechanical coupling between all the possible
deformations of the chain. Even though the polymeric chain is
highly nicked (as it is made of many separated oligonucleotides), it
appears to have a persistence length in the order of at least several
hundred nanometers, probably at least one order of magnitude
higher than dsDNA. For even the longest imaged 1D polymers, it
appears that the orientational correlation along the chains is not
lost, and so the persistence length is higher than the chain contour
length.


As data obtained in various conditions show, the self assembly
mechanism is rather complex, possibly involving thermodynamic
and kinetic effects, and it is possible to direct its results to the
formation of linear or circular or branched structures only by
the subtle change of such tested variables as the cooling rate,
the oligonucleotide concentration, and the insertion of point
mutations in the sequence that forms the inter-tile connections.
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On the structural origin of rods and taralli


The design of the monomers implies that the maximization of the
interactions among them affords a linear, rigid structure where
each parallelogram is linked to the successive by means of both of
the sticky ends on one side. The occurrence of circular polymeric
structures with straight sections (taralli) plausibly derives from the
cyclization of a sufficiently long and flexible linear chain possibly
formed by linking each parallelogram monomer only through one
of the two sticky ends on each side (see Scheme 2). This must
happen before the second, unutilized couple of sticky ends binds,
and so rigidifies the chain, impairing its circularization. Once a
flexible chain of singly-connected tiles is circularized, the joining
of a subset of all the free sticky ends is still possible, and it leads to
straightened sections of rail-like structure within circular objects.
The rigid rail-like domains are separated by more flexible and
incompletely connected domains that are necessary for the chain
to change direction in the circular shape.


Scheme 2 Schematic representation of the polymerization of the parallel-
ogram monomer with sticky ends having different melting temperatures,
T 1


m > T 2
m. During the annealing, the system spends a finite time during


which only one of the connections can be stably joined. The only possible
structures in this condition are flexible, singly-joined chains, which can
remain linear (Mi) but will ultimately give rise to circular structures
only (Ci). Upon approaching T 2


m the second pair of sticky ends can
join, transforming flexible linear chains Mi and flexible rings Ci into,
respectively, rigid rods Ri and polygonal objects Ti. Since the amount
of time elapsed at a temperature between T 1


m and T 2
m depends on the


cooling rate, the occurrence of the different shapes in the final population
of polymers observed at a temperature lower than T 2


m is influenced strongly
by the temperature program used to anneal the sample.


For the above to be a relevant phenomenon, there must be a
finite time during the polymerization in which only one connection
between each couple of tiles is set (and so the chain is flexible, see
Scheme 2): this is certainly true when the two sticky ends on each
side of a tile are different in sequence and so in thermal stability. In
this case, the two melting temperatures of the two dsDNA sections
formed are different: T 1


m > T 2
m so, during the cooling, a finite time


is spent when one of the two sticky ends can be stably joined,
while the other cannot. For the same couple of sticky ends, the
slower the cooling rate, the longer this interval and thus the more
chains have a chance to cyclize. At a temperature between T 2


m and
T 1


m, circularization is a favorable process for flexible chains, as it
maximizes the number of base-pairs.


When the temperature nears the lower melting temperature T 2
m,


the second type of connection becomes stable, leading to straight
sections in the taralli and to rod-like linear chains, derived from
the completion of the connections in the uncircularized fraction
of the polymeric chains.


The qualitative results of a molecular-dynamics type of nu-
merical simulation show the coexistence of linear chains and
circular chains of different lengths when the simulation is run
at a temperature where only one type of connection is stable (see
Fig. 3A). When such a molecular conformation is quenched to a
temperature lower than both melting temperatures, then all chains
tend to form extended portions of rail-like structures, leading
to straight and rigid objects and to polygonal circular ones (see
Fig. 3B), as observed in our experiments.


Fig. 3 Example snapshots of a molecular dynamics simulation of the
parallelogram with sticky ends having different thermal stability. The
side of the boxes is 350 nm. (A) Snapshot of a system composed by 25
parallelograms equilibrated at a temperature between T 1


m and T 2
m. (B)


Snapshot of the same system after equilibration at a temperature lower
than both T 1


m and T 2
m.


The bifurcation between taralli and rods and factors influencing it


As also derived on simpler polymeric systems,28 when the assembly
is done through thermodynamic equilibrium states, only cyclical
shapes should be obtained. Our experiments prove this assertion,
as the slower the cooling rate, the higher the fraction of taralli with
respect to the other accessible shapes (see Fig. 1D–F).


A layout of the relevant concurrent reactions is proposed in
Scheme 3. At a temperature higher than T 1


m, only the single
parallelogram tile (M1) can be found in solution, as no binding
is thermodynamically accessible. At a temperature approaching
T 1


m, the chain growth M1 → Mi → Mn occurs together with the
equilibrium cyclization Mi → Ci, where Ci represents a flexible
cyclical chain, the result of the cyclization of a linear flexible
chain Mi made of i monomers. Successively, at a temperature
around T 2


m, each Mi can also rigidify to rod-like structures, Ri,
while the Ci forms will turn into taralli shapes, described above
(Ti). The thermodynamic constants of each equilibrium depend
only of the temperature. Chain growth can only take place from
linear chains (Mi or Ri).


If the assembly is undertaken through quasi-equilibrium states,
then chain growth will proceed to the highest molecular weights
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Scheme 3 Schematic outline of the polymerization reactions operating
in solution. Dashed boxes include the sub-sets of reactions that are at the
equilibrium at either T 1


m or T 2
m.


(Mn), and all linear chains will be converted to cyclical forms, as
the temperature decreases, since the equilibria will be shifted in
favor of the Cn shapes.


If, on the other hand, the assembly proceeds very fast, under ki-
netic control, irreversible ring closure can occur while chain size is
still limited. As also the second type of connection becomes stable
while the molecular weight of the chains is still low, the Mi → Ri


transformation prevents the formation of larger cyclical structures
(Cn) and yields a larger fraction of rods, even longer ones.


Finally, if the assembly is done at intermediate cooling rates,
the result depends on both kinetics and thermodynamics. In these
conditions, a more varied distribution of types of polymers is
found, and the size of rods and taralli is intermediate between
the two extreme cases described above. Examples of these three
cases are observed experimentally (compare Fig. 1D–F and see
the Results section for average sizes).


The emergence of branched structures


As of the reaction layout (Scheme 3), branched structures (Bi) can
also arise. In order to obtain a branched structure in this system, it
must occur that both connections are stable while in the presence
of a high concentration of species that can bind to them. This can
happen for parallelograms with two different sticky ends only if
they are assembled under kinetic control. Under these conditions,
mainly branched and straight linear forms will emerge, with a very
small fraction of cyclical ones. This is experimentally witnessed in
conditions of fast cooling (Fig. 1D). Branched structured can,
in principle, derive also from cyclical forms, even though such
structures are seldom observed experimentally.


How the supramolecular system adapts to environmental conditions


All the described polymeric forms can be reset to the monomer
state simply by heating the system to above both the Tm of the
connections but below the temperature leading to disassembly
of the parallelograms into oligonucleotides (in our case, 50 ◦C
was used). Moreover, as described in the Results section, the
thermal equilibration of kinetically-assembled polyparallelograms
at a temperature intermediate between the two Tm, can lead to a
distribution of forms similar to that obtained after an exclusively
thermodynamically-controlled assembly. This system proves to be
adaptive to the environment and its state can be interconverted
repeatedly.


Assembling polyparallelograms with sticky ends of the same
thermal stability


All the above mentioned considerations withstanding, the entire
reaction layout of Scheme 3 is accessible simultaneously for paral-
lelograms with two sticky ends with the same melting temperature.
Around Tm and below, the system will try to maximize all the
possible interactions, leading to mainly branched and rigid linear
structures. Only very small cyclical shapes are possible, as longer
ones require a somewhat long singly connected chain to be present
for a finite time. Due to this behavior, in this system, there is
a negligible difference among the assemblies obtained at slow or
fast cooling rate. We confirmed this behavior on a qualitative basis
(data not shown).


It is our understanding that in principle a reduction of the
monomer concentration would allow the complete formation of
the double connections among tiles and thus lead to a reduced
branching. We thus assembled the parallelograms at a 10-fold
reduced concentration, evidencing no significant improvement
in the structural regularity. A further 10-fold reduction yielded
no assembly in the time scale of an experiment. In our hands,
this strategy towards a better structural control still lacks an
experimental proof.


When assembly takes place in a system with reduced dimensionality


As the dimensionality of the environment of a system is reduced
from 3 to 2 dimensions, the degrees of freedom of motion of
its components are reduced, while their effective concentration
is increased.29 If the encounter of two objects takes place through
2D diffusion from adsorbed states, numerous chain conformations
are forbidden. As the parallelogram monomers and the perfectly
assembled rail-like 1D chains are essentially flat objects, it is
conceivable that they will be adsorbed in a condition propitious
to their proper assembly.


As preliminary evidence, we layered a diluted solution of
individual parallelograms on the surface of freshly cleaved mica
kept at a temperature lower than the Tm of both sticky ends of
the parallelograms. The concentration of monomers is such that
no solution assembly is witnessed in the time scale of our longest
experiments. The experimental evidence is that the growth of 1D
rigid unbranched chains takes place with a good efficiency (see
Fig. 2A), and chain length is proportional to the incubation time.
No cyclical taralli are seen in this case, while monomers are still
found on the surface at any stage of growth, as these continuously
adsorb on the surface during chain growth (see Fig. 2B for a
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possible route to surface growth). Further experiments will be
necessary to better characterize the growth on the surface.


How to drive the system towards a higher level of structural control


On the basis of the discussed experimental evidence and the
hypothesized reaction system, we can propose guidelines towards
a better control of the assembly of these supramolecular chains.
A system where T 1


m and T 2
m define two well-separated stability


domains appears far more controllable than one where only one
Tm regulates the assembly of both connections. In this case, the
relative abundance of rods and taralli can be determined by a fast
or slow cooling rate.


This system also proves to be adaptive, as expected
from supramolecular polymers:23 selective depolymerization of
branched forms can be achieved, for instance by annealing at
a temperature intermediate between T 1


m and T 2
m. By heating at


around T 1
m, the system is effectively reset and ready for a novel


polymerization.
The control of the dimensionality of the assembly medium


proves as an additional tool towards a finer level of structural
control, as the growth of certain types of structures can be
completely inhibited. This tool has never been used before in the
context of DNA structural nanotechnology.


Our polymer could provide a DNA implementation towards
the type of constitutionally dynamic materials proposed by Jean-
Marie Lehn.25


Experimental


Sequence design


All the sequences of the oligonucleotides used in this work were
designed by applying the sequence symmetry minimization feature
of the program NANEV 1.130 run with a SSM search size of 4 and
1000 generations.


Oligonucleotides were purchased from MWG (Ebersberg, Ger-
many), HPLC purified and lyophilized by the supplier, and
suspended in MilliQ H2O (Millipore Simplicity) prior to use. The
concentration of each strand was estimated by UV spectroscopy
by measuring OD260.


Nanostructure assembly


DNA parallelograms were assembled in solution by mixing
stoichiometric quantities of each component strand in TAE–
Mg2+ buffer (20 mM Tris, 2 mM EDTA, 12.5 mM MgCl2,
pH 8.4). The final concentration of each strand was 0.1 lM. The
mixtures were then heated to 90 ◦C for 5 minutes and cooled
to 20 ◦C following one of the protocols described below. The
slowest, ‘quasi-equilibrium’ annealing was performed by placing
the mixtures in a 2 l water bath at 90 ◦C in a styrofoam box and left
to cool to room temperature (around 20 ◦C) over approximately
72 hours, resulting in a cooling rate of ≈0.0003 ◦C s−1. Other
annealings were performed in a PCR thermocycler (PCR Sprint,
Thermo Electron Corp., Waltham, MA, USA) by cooling the
mixtures at a rate of 0.01 ◦C s−1 from 90 ◦C to 50 ◦C to ensure
correct parallelogram formation. Then the cooling to 20 ◦C was
completed at a rate of either 3.0 ◦C s−1 (fastest, ‘kinetic’ annealing)
or 0.01 ◦C s−1 (intermediate case). When needed, the concentration


of the monomer was changed only after performing the annealing
from 90 ◦C to 50 ◦C at the usual strand concentration of 0.1 lM
to ensure complete monomer formation.


Assemblies on the surface are performed after complete for-
mation of the monomer at 0.1 lM in TAE–Mg2+. The monomer
solution is then diluted to 1 nM in the same buffer and equilibrated
at 20 ◦C for a few hours. Polymerization is performed by depositing
10 ll of this solution on a piece of freshly cleaved mica and leaving
it at 20 ◦C for at least 10 minutes.


AFM imaging


Atomic force microscopy imaging was performed in tapping
mode with PointProbe noncontact silicon probes (NanoSensors,
Wetzlar-Blankenfeld, Germany) on a NanoScope IIIa SFM
system equipped with a Multimode head and a type E piezoelectric
scanner (Veeco, Santa Barbara, CA, USA). Raw SFM images
have been processed only for background removal (flattening) by
using the microscope manufacturer’s image-processing software.
DNA molecule profiles have been measured from the SFM images
with the software package ALEX.26 Annealing mixtures were
deposited on freshly cleaved mica (Ruby Red Mica Sheets, Electron
Microscopy Sciences, Fort Washington, USA) and left to adsorb
for 2 min at room temperature (≈20 ◦C). The mica surface was
then rinsed with ≈500 ll of MilliQ H2O (Millipore Simplicity) at
the same temperature and dried with dry nitrogen.


Molecular dynamics simulations of parallelogram polymerization


The basic elements used to perform the molecular dynamics
simulations are mass points which interact by means of a shielded
Coulomb potential and are confined within a box. Four of these
“particles” are rigidly linked together to form the DNA paral-
lelogram units. Additional particles represent the heat reservoir
used to set the temperature of the system. These are subjected to
a type of dynamics described by the Langevin equation. Each of
the four ends of a parallelogram unit can bind to the proper end
of other units, with a probability that depends on the temperature.
When two units bind together, restoring forces tend to optimize
their conformation. It is possible to change the temperature
during the simulation in order to investigate the emergence of
different forms when the system is equilibrated above or below
the melting temperature of one or both the sticky ends. Due to
the simplifications introduced in the physical description of the
system, it is possible to conveniently run simulations even on a
personal computer.


Conclusions


In this experimental effort, we showed that a good degree of
control can be achieved in the assembly of a 1D supramolecular
polymer made of rigid DNA tiles. Very rigid rod-like structures
or circular ones can be obtained from one tile only thanks to the
comprehension of the inner workings of the self-assembly of this
system.


As the tile design for the assembly of this 1D polymer
enables further controlled branching or decoration with functional
moieties, we believe that our results could prove useful towards the
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realization of functional nanoscale materials, such as prototype
nanoelectronic circuitry or nanoscale molecular factories.
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Università di Bologna.


References


1 USA Pat., 6 652 808, 2003.
2 L. Mazzola, Nat. Biotechnol., 2003, 21, 1137–1143.
3 G. M. Whitesides and B. Grzybowski, Science, 2002, 295, 2418–2421.
4 N. C. Seeman and P. S. Lukeman, Rep. Prog. Phys., 2005, 68, 237–270.
5 M. Brucale, G. Zuccheri and B. Samori, Trends Biotechnol., 2006, 24,


235–243.
6 C. A. Mirkin, R. L. Letsinger, R. C. Mucic and J. J. Storhoff, Nature,


1996, 382, 607–609.
7 C. M. Niemeyer, Curr. Opin. Chem. Biol., 2000, 4, 609–618.
8 S. J. Park, A. A. Lazarides, C. A. Mirkin and R. L. Letsinger, Angew.


Chem., Int. Ed., 2001, 40, 2909–2912.
9 K. A. Williams, P. T. Veenhuizen, B. G. de la Torre, R. Eritja and C.


Dekker, Nature, 2002, 420, 761.
10 H. Yan, S. H. Park, G. Finkelstein, J. H. Reif and T. H. LaBean, Science,


2003, 301, 1882–1884.


11 E. Katz and I. Willner, Angew. Chem., Int. Ed., 2004, 43, 6042–
6108.


12 C. M. Niemeyer, Biochem. Soc. Trans., 2004, 32, 51–53.
13 R. Singh, D. Pantarotto, D. McCarthy, O. Chaloin, J. Hoebeke, C. D.


Partidos, J. P. Briand, M. Prato, A. Bianco and K. Kostarelos, J. Am.
Chem. Soc., 2005, 127, 4388–4396.


14 G. Zuccheri, M. Brucale and B. Samorı̀, Small, 2005, 1, 590–592.
15 B. Samorı̀ and G. Zuccheri, Angew. Chem., Int. Ed., 2005, 44, 1166–


1181.
16 P. W. Rothemund, Nature, 2006, 440, 297–302.
17 W. M. Shih, J. D. Quispe and G. F. Joyce, Nature, 2004, 427, 618–621.
18 F. Mathieu, S. Liao, J. Kopatsch, T. Wang, C. Mao and N. C. Seeman,


Nano Lett., 2005, 5, 661–665.
19 S. H. Park, R. Barish, H. Li, J. H. Reif, G. Finkelstein, H. Yan and


T. H. LaBean, Nano Lett., 2005, 5, 693–696.
20 C. Mao, W. Sun and N. C. Seeman, J. Am. Chem. Soc., 1999, 121,


5437–5544.
21 R. Sha, F. Liu, D. P. Millar and N. C. Seeman, Chem. Biol., 2000, 7,


743–751.
22 A. W. Bosman, R. P. Sijbesma and E. W. Meijer, Mater. Today, 2004,


7, 34.
23 J. M. Lehn, Prog. Polym. Sci., 2005, 30, 814.
24 E. A. Fogleman, W. C. Yount, J. Xu and S. L. Craig, Angew. Chem.,


Int. Ed., 2002, 41, 4026–4028.
25 J. M. Lehn, Science, 2002, 295, 2400–2403.
26 C. Rivetti and S. Codeluppi, Ultramicroscopy, 2001, 87, 55–66.
27 Y. He, Y. Tian, Y. Chen, Z. Deng, A. E. Ribbe and C. Mao, Angew.


Chem., Int. Ed., 2005, 44, 6694–6696.
28 G. Ercolani, L. Mandolini, P. Mencarelli and S. Roelens, J. Am. Chem.


Soc., 1993, 115, 3901–3908.
29 G. Adam and M. Delbrück, in Structural Chemistry and Molecular


Biology, ed. A. Rich and N. Davidson, W. H. Freeman, San Francisco,
1968, pp. 198–215.


30 R. P. Goodman, BioTechniques, 2005, 38, 548–550.


3434 | Org. Biomol. Chem., 2006, 4, 3427–3434 This journal is © The Royal Society of Chemistry 2006








PAPER www.rsc.org/obc | Organic & Biomolecular Chemistry


Design of asymmetric DNAzymes for dynamic control of nanoparticle
aggregation states in response to chemical stimuli†


Juewen Liu and Yi Lu*


Received 24th April 2006, Accepted 9th June 2006
First published as an Advance Article on the web 3rd July 2006
DOI: 10.1039/b605799c


Dynamic control of nanomaterial assembly states in response to chemical stimuli is critical in making
multi-component materials with interesting properties. Previous work has shown that a Pb2+-specific
DNAzyme allowed dynamic control of gold nanoparticle aggregation states in response to Pb2+, and
the resulting color change from blue aggregates to red dispersed particles can be used as a convenient
way of sensing Pb2+. However, a small piece of DNA (called invasive DNA) and low ionic strength
(∼30 mM) were required for the process, limiting the scope of application in assembly and sensing. To
overcome this limitation, a series of asymmetric DNAzymes, in which one of the two substrate binding
regions is longer than the other, has been developed. With such a system, we demonstrated
Pb2+-induced disassembly of gold nanoparticle aggregates and corresponding color change at room
temperature without the need for invasive DNA, while also making the system more tolerant to ionic
strength (33–100 mM). The optimal lengths of the long and short arms were determined to be 14 and 5
base pairs, respectively. In nanoparticle aggregates, the activity of the DNAzyme increased with
decreasing ionic strength of the reaction buffer. This simpler and more versatile system allows even
better dynamic control of nanoparticle aggregation states in response to chemical stimuli such as Pb2+,
and can be used in a wider range of applications for colorimetric sensing of metal ions.


Introduction


Recent progress in nanoscale science and engineering has resulted
in a number of new nanomaterials with interesting properties.1–5


To realize its true potential for practical applications such as
in electronic and photonic industries, one needs to control the
assembly processes not only thermodynamically, such as through
variation of external variables including temperature, pH and
concentration of starting materials, but also dynamically, such
as controlling the initiation, growth and termination of assembly
processes in response to a particular chemical signal under thermo-
dynamic equilibrium conditions. In this regard, biomaterials such
as bones and shells set excellent examples, where all the processes
occur under ambient conditions in response to internal chemical
stimuli that signal the need for making the materials. Biology-
inspired studies are important for advancing nanoscale science
and technology. One such inspiration is the use of nucleic acids
for dynamic control of a number of biological processes including
protein synthesis and biomaterials assembly.


Long considered to be only in the life sciences domain, nucleic
acids have been used as versatile templates and building blocks
in materials science for over a quarter of a century.6–11 Inspired
by biology and recent developments in materials science, we are
interested in using nucleic acids for dynamic control of nano-
material assembly.12–17 A particularly interesting class of nucleic
acids is DNAzymes, i.e., DNA molecules with enzymatic activities
(also called catalytic DNA, DNA enzymes, or deoxyribozymes
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elsewhere).18–25 A DNAzyme is a special class of DNA chain
that usually contains both double and single stranded regions
that fold into a specific three-dimensional structure like globular
proteins, in order to perform a catalytic function. Because they are
made of DNA, DNAzymes have the advantage of being highly
stable and cost effective compared to protein- or RNA-based
enzymes, and thus are readily applicable for materials science
and engineering. DNAzymes that are specifically activated by a
particular chemical species such as a metal ion can be isolated
through a combinatorial biology process called in vitro selection,
which qualifies DNAzymes as an excellent choice for dynamic
control of nanomaterials assembly.21,26,27 Importantly, the metal
binding affinity and specificity can be tuned. For example, the 8–
17 DNAzyme (Fig. 1a) contains a substrate strand (17DS) and
an enzyme strand (17E).28–32 The DNAzyme catalyzes cleavage of
17DS into two fragments at the rA (ribo-adenosine) position only
in the presence of Pb2+ (Fig. 1b).


Using the Pb2+-specific DNAzyme, we have demonstrated dy-
namic control of gold nanoparticle aggregation states in response
to Pb2+ as an internal stimulus.12 To allow the DNAzyme to
assemble nanoparticles, the substrate strand was extended on
both ends with the extended parts being complementary to the
DNA attached to the nanoparticles. Therefore, the extended
substrate, the enzyme, and nanoparticles can form an aggregated
structure, appearing blue due to the surface plasmon effect.
Addition of Pb2+ resulted in specific cleavage of the substrate
strand, preventing aggregation, and resulting in individual red-
colored gold nanoparticles. Therefore, this process can be used for
convenient colorimetric Pb2+ sensing. Initially, the nanoparticles
were aligned in a head-to-tail manner (Fig. 1c), such that only one
set of nanoparticles was needed. Despite the initial success, further
improvement of the process was desirable, as the process required
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Fig. 1 (a) Secondary structure of the Pb2+-specific 8–17 DNAzyme. (b) Cleavage of the substrate in the presence of Pb2+. The substrate was extended
on both ends to bind nanoparticles. (c) Formation of head-to-tail aligned nanoparticle aggregates linked by the DNAzyme. (d) Formation of tail-to-tail
aligned aggregates. (e) Invasive DNA-aided disassembly of nanoparticle aggregates linked by the symmetric DNAzyme. (f) Disassembly of nanoparticle
aggregates linked by asymmetric DNAzymes.


a two hour annealing process from 50 ◦C to room temperature.12


To improve the process to more closely mimic those in biology
(i.e., ambient conditions), we have carried out detailed studies on
the system, which suggested that by aligning the nanoparticles in
a tail-to-tail manner (Fig. 1d), the nanoparticles could aggregate
at a constant temperature. When large nanoparticles (i.e., 42 nm
in diameter instead of 13 nm) were used, the aggregation process
was close to completion in ∼5 minutes.13


After demonstrating Pb2+-directed assembly of gold nanoparti-
cles, the next challenge was to study the reverse process: Pb2+-
induced disassembly of DNAzyme-linked nanoparticle aggre-
gates. In such an aggregate, the DNAzyme was sandwiched
between two nanoparticles.15 In contrast, most known systems of
immobilized protein and RNA-based enzymes have only a single
anchoring point on the enzyme, resulting in a large degree of
freedom, and thus similar activity to the free enzyme in the solution
phase.33,34 By confining the DNAzyme to a compact network


structure containing thousands of nanoparticles, the activity of
the DNAzyme was challenged. For example, the DNAzyme was
inactive when the nanoparticles were aligned in a head-to-tail
manner. Activity was only observed when the nanoparticles were
arranged tail-to-tail.15


Upon addition of Pb2+ to the tail-to-tail aligned aggregates, the
substrate cleavage reaction was initiated. There was, however, no
observable blue-to-red color change. This was attributed to the
remaining linkage between the enzyme strand and the two cleaved
substrate fragments, resulting in no release of nanoparticles
(Fig. 1e, the first step).15 To facilitate release of nanoparticles,
the following two methods were employed at the same time. First,
the NaCl concentration was decreased from 300 mM to 30 mM
to make the aggregates in a metastable state. Even lower NaCl
concentrations led to aggregate instability and thus could not
be pursued. Second, two short pieces of DNA (called invasive
DNA) complementary to the cleaved substrate fragments were
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added (Fig. 1e, the second step). If the NaCl concentration was
high (i.e., 100 mM), disassembly was not observed after a day,
even with invasive DNA and Pb2+.15 The need for very low ionic
strength and invasive DNA makes disassembly and colorimetric
sensing less practical. Herein, we describe the development of
a new method of using asymmetric DNAzymes to facilitate the
release of nanoparticles after addition of Pb2+, which can be carried
out in the absence of invasive DNA and in relatively high salt
buffers. This simpler and more versatile system allows even better
dynamic control of nanoparticle aggregation states in response to
chemical stimuli such as Pb2+ and can be used in a wider range
of applications for colorimetric sensing of metal ions. In addition,
the asymmetric DNAzyme system demonstrated here offers an
ideal platform to study interactions between biopolymers with
inorganic nanoparticles in a systematic manner.


Results and discussion


System design


The DNAzyme used in the original system (17E) forms symmet-
rical Watson–Crick base pairs with the substrate strand (17DS),
with 9 base pairs on each side (Fig. 1a). If the DNAzyme is free in
solution, binding of Pb2+ causes cleavage of 17DS and dissociation
of the cleaved fragments from the enzyme strand, which is the basis
of designing fluorescent Pb2+ sensors with the DNAzyme.35,36 In
nanoparticle aggregates, however, the DNAzyme is immobilized
on both ends in a large nanoparticle network structure, and the
motion of the DNAzyme is confined. After cleavage, it is not clear
whether the substrate fragments are transiently dissociated from
the enzyme or not. Even if the dissociation process does occur,
they have a high chance of re-associating because the enzyme and
substrate fragments are still positioned closely together. This could
explain why nanoparticle aggregates were maintained, even in the
presence of Pb2+.


The substrate is associated with the enzyme through two base
paired arms (Fig. 1a, in yellow). The lengths of the two arms can


vary, as long as the base pairing interactions remain strong enough
to hold the substrate and enzyme together. By shortening one
arm and elongating the other, the dissociation of the shortened
substrate piece after the cleavage reaction should be facilitated,
while still maintaining aggregate stability before cleavage. The
resulting new DNAzymes have two substrate binding arms of
different lengths, and are therefore called asymmetric DNAzymes.
In comparison to the original symmetrical DNAzyme, the Pb2+-
induced disassembly of asymmetric DNAzyme-linked aggregates
should be spontaneous and less difficult. This process is summa-
rized in Fig. 1f. To identify the optimal construct of an asymmetric
DNAzyme, the lengths of the two substrate binding arms need to
be optimized.


Optimization of the short arm


To optimize the lengths of the two arms, a matrix of samples is
usually needed to cover all the possibilities, especially if the two
arms are similar in length and some synergy exists between the
two arms. In this particular case, however, the two arms were
designed to be drastically different in length. Therefore, a small
change in the length of one arm should have minimal effect on
the performance of the other, and the two arms can be optimized
independently. Because it is the short arm that governs the rate
of dissociation after cleavage, its length was optimized first. It
is known that the G·T wobble pair (Fig. 1a) downstream of the
cleavage site is important for the activity of the DNAzyme.28,30,37


To minimize perturbations on the performance of the DNAzyme,
the arm containing the wobble pair was extended while the other
arm was shortened. Four DNAzymes were prepared with the
same substrate strand that was shortened on the short arm by
3 nucleotides and extended on the long arm by 5 nucleotides. This
new substrate was therefore named (−3)SubAu(5). Accordingly,
four enzyme strands were prepared with the corresponding long
arm extended by 5 nucleotides on the basis of 17E, and the
short arm decreased by 3, 4, 5, or 6 nucleotides (Fig. 2a). To
ensure that such extensions and truncations do not perturb the


Fig. 2 Optimization of the short arm of the asymmetric DNAzyme. (a) Secondary structures of four asymmetric DNAzymes. The short arm of the
asymmetric DNAzyme is varied from 3 to 6 base pairs. (b) Assay of the asymmetric DNAzyme with different short arm lengths. Monitoring Pb2+-induced
color change of asymmetric DNAzyme-assembled nanoparticle aggregates with (c) 33 mM NaCl or (d) 100 mM NaCl.
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enzymatic activities, a solution phase assay of the four DNAzyme
constructs was performed. The DNAzymes were incubated with
5 lM Pb2+ for 2 minutes and the reactions were assayed by gel
electrophoresis and ethidium bromide staining. The results are
presented in Fig. 2b. The substrate was the longest strand and
therefore should have the lowest mobility, appearing at the top
of the gel. The lengths of the four enzyme strands differ from
each other by one nucleotide, and indeed four bands at different
positions were observed. The assignment of each band was also
provided in the figure. The lowest two bands were assigned to be
the cleavage products.


As can be observed from the gel, the intensity of the cleavage
product bands decreased with decreasing length of the short arm.
The DNAzyme with only 3 base pairs on the short arm did not
give observable cleavage products and was not used in further
optimizations. This result is consistent with previous studies
carried out on another DNAzyme, whose activity can be inhibited
if the binding arm is too short.38 To further investigate the best
candidate among the three remaining DNAzymes, nanoparticles
were assembled by the three DNAzymes as shown in Fig. 1f. After
addition of Pb2+, the kinetics of color change was monitored by
spotting aliquots of nanoparticles at designated time points. As
a control, aggregates with no added Pb2+ were also spotted at
the same time points. The study was performed at two NaCl
concentrations: 33 mM (Fig. 2c) and 100 mM (Fig. 2d). With
increasing time, a color transition from blue to red was observed
in most samples in the presence of Pb2+. Since all controls
without Pb2+ remained blue, the observed color changes were
attributable to Pb2+-induced cleavage instead of artifacts. The
time points at which the first red spot emerged are highlighted
by red boxes. The (5)17E(−4) assembled aggregates gave the
fastest color change from blue to red at both ionic strength
conditions (highlighted in purple boxes). As analyzed in Fig. 1f,
the observed color change should be affected by both DNAzyme
cleavage and subsequent nanoparticle release. This hypothesis is
supported by the data in Fig. 2c and 2d. The (5)17E(−4) had
higher activity compared to (5)17E(−5), while the (5)17E(−4)
had a higher rate of nanoparticle release than (5)17E(−3). As


a compromise between the two factors (cleavage activity and
nanoparticle release), the enzyme with 4 nucleotides removed from
the short arm (5 base pairs remaining) is optimal for Pb2+-induced
disassembly.


When the performance of each enzyme was compared at the two
NaCl concentrations, the (5)17E(−3) enzyme displayed a color
change in 33 mM NaCl, but not in 100 mM NaCl, suggesting
that the release of the short arm fragment with 6 base pairs
was inhibited in the presence of 100 mM NaCl. For the other
two enzymes, the rates of color change were also faster in the
low salt buffer. These results further supported the idea that the
DNAzyme was active in nanoparticle aggregates, and the release
of nanoparticles after cleavage may be inhibited.


Optimization of the long arm


After determining the optimal length of the short arm to be 5
base pairs, three DNAzymes with the long arm extended by 2,
5, and 10 base pairs were prepared to optimize the long arm
(Fig. 3a). The substrate strand for the study was (−4)SubAu(10).
Because the kinetics of disassembly is mostly governed by the
length of the short arm, varying the length of the long arm may
only have very small effects. Therefore, biochemical assays were
performed to optimize the long arm. The substrate was labeled
with 32P on the 5′-end, so that the cleavage activities could be
followed by gel electrophoresis. A small fraction of the labeled
substrate was mixed with unlabeled substrate to assemble gold
nanoparticle aggregates. After separating the aggregates from free
nanoparticles and DNAzymes, Pb2+ was added to the aggregates
to initiate the cleavage reaction, and a small aliquot of aggregates
was taken out and quenched with a stop buffer at designated time
points. Finally, the aggregates in each aliquot were disassembled
by heating to release the cleaved and uncleaved substrates for gel
electrophoresis analysis. The (2)17E(−4) and (5)17E(−4) enzymes
were very active, as more than half of the substrate was cleaved
in the first 30 seconds (Fig. 3b). Further increase of the long
arm decreased the activity. It is not clear what caused this
decrease however. For all three test systems, the final cleavage after


Fig. 3 Optimization of the long arm of the asymmetric DNAzyme. (a) Three DNAzymes with 11, 14, and 19 base pairs on the long arm were tested. (b)
Activity assays with the three DNAzymes embedded in nanoparticle aggregates. (c) First derivative of melting curves of the three DNAzymes in solution
phase.
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one hour reached ∼80%. The original 17E enzyme (9 base pairs
on the long arm) had a maximal cleavage of only 60%,15 which
could be attributed to the dissociation of the enzyme from the
substrate. Therefore, introducing a long binding arm can increase
the stability of the substrate/enzyme complex even though the
other arm is shortened. Overall, elongating the long arm by 5
nucleotides offered the highest activity. Because the optimal long
arm has been used to optimize the short arm, no further cross-
optimizations were performed.


Melting curves of the three DNAzyme complexes in solution
(not in nanoparticle aggregates) were also measured, and the first
derivatives of the melting curves are shown in Fig. 3c. The two
DNAzymes with 2 and 5 base pairs extended on the long arm
did not show a well-defined melting transition, and broad melting
processes were observed. The 10 base pair extended DNAzyme
showed a relatively sharp transition, because its percentage of base
paired nucleotides was the highest among the three. The melting
temperatures of the three DNAzyme complexes were around 35,
45, and 53 ◦C, respectively. Higher melting temperatures should
favor sensing applications, as the sensors can be used in a wider
temperature range.


The effect of ionic strength


With the long and short arms of the asymmetric DNAzyme
optimized, the effect of ionic strength on DNAzyme activity was
also studied to pursue the best condition for disassembly. The
(10)17E(−4) enzyme and the corresponding substrate shown in
Fig. 3a were used for these studies. First, the kinetics of cleavage
in aggregates dispersed in different NaCl concentrations were
compared. As shown in Fig. 4a, the cleavage reaction was slower
in high salt buffers. We hypothesize that the rate of cleavage
should be the fastest at the outer layers of an aggregate, because
DNAzymes in the inner layers could be in a more constrained
state and thus display a lower activity. With high salt, the release
of nanoparticles was slower. Indeed, with 300 mM NaCl, no color
change was observed in the one hour reaction process, even though
over 90% of the linking substrates were cleaved. An alternative
explanation could be that the DNAzyme activity was slower at
higher NaCl conditions. To test this, solution phase single turnover
assays were performed at various NaCl concentrations, and the
results are shown in Fig. 4b. The three rates were similar, with
the reaction in 200 mM NaCl being the fastest. Therefore, high
salt inhibition of DNAzyme activity was not the main cause of
slower color change; instead, the main factor is proposed to be
inhibition of disassembly at high salting conditions, which can
slow the cleavage of the embedded DNAzymes. Therefore, lower
NaCl buffers offered faster rates of cleavage in aggregates and also
faster rates of color change.


Conclusions


By combining inorganic nanoparticles with biopolymers, new
materials with novel properties and applications may be obtained.
Nanoparticles and biopolymers have comparable dimensions.
Therefore, subtle changes in each component may drastically affect
the performance of the whole system. As demonstrated in this
paper, a single nucleotide increase in DNA length can inhibit the


Fig. 4 Cleavage kinetics at various NaCl conditions of DNAzymes (a) in
the assembled state and (b) in solution.


disassembly of a whole aggregate. The asymmetric DNAzyme-
linked nanostructures have provided us with a useful system to
systematically study the interactions between a biocatalyst and
nanoparticles. The knowledge learned from such studies will
deepen the understanding of both components and help in the
design of better sensors.


Experimental


Materials


All DNA samples were purchased from Integrated DNA Tech-
nologies Inc. (Coralville, IA). The names and DNA sequences are
listed in Table 1. The substrates and enzymes of the DNAzyme
were purified by HPLC or polyacrylamide gel electrophoresis.
Thiol-modified DNA molecules were purified by standard desalt-
ing. The synthesis of gold nanoparticles (13 nm diameter), and
the attachment of thiol-modified DNA to gold nanoparticles are
described in detail elsewhere.15,39


Biochemical assays monitored by ethidium bromide staining


Five microcentrifuge tubes were prepared. Each tube contained
4 lM of (−3)SubAu(5) substrate, 100 mM NaCl, and 25 mM
Tris acetate, pH 8.2. Nothing else was added to the first tube,
5 lM of the four enzymes (5)17E(−3), (5)17E(−4), (5)17E(−5),
or (5)17E(−6) were added to the remaining four tubes. After
annealing the DNA in each tube, a final concentration of 5 lM of
Pb(OAc)2 was added to initiate the cleavage reaction. After 2 min,
a stop buffer containing 90% formamide and 1 mM EDTA was
added to quench the reaction. The solution in the tube was loaded
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Table 1 Names and sequences of DNA used in this study


Name Sequence (listed from the 5′- to the 3′-end)


(−3)SubAu(5) ACTCATCTGTGACACTATrAGGAAGAGATGTCTGTTGTCAACTCGTG
(−4)SubAu(10) GCGACTCATCTGTGAACTATrAGGAAGAGATGTCTGTACTGTTGTCAACTCGTGTGC
(5)17E(−3) ACAGACATCTCTTCTCCGAGCCGGTCGAAATAGTG
(5)17E(−4) ACAGACATCTCTTCTCCGAGCCGGTCGAAATAGT
(5)17E(−5) ACAGACATCTCTTCTCCGAGCCGGTCGAAATAG
(5)17E(−6) ACAGACATCTCTTCTCCGAGCCGGTCGAAATA
(2)17E(−4) GACATCTCTTCTCCGAGCCGGTCGAAATAGT
(10)17E(−4) ACAGTACAGACATCTCTTCTCCGAGCCGGTCGAAATAGT
3′DNAAu TCACAGATGAGT-(CH2)3-S-Au nanoparticle
5′DNAAu Au nanoparticle-S-(CH2)6-CACGAGTTGACA
3′(+3)DNAAu TCACAGATGAGTCGC-(CH2)3-S-Au nanoparticle
5′(+3)DNAAu Au nanoparticle-S-(CH2)6-GCACACGAGTTGACA


onto a 20% denaturing PAGE gel for analysis, and the gel was
stained by 20 lL of ethidium bromide in 70 mL water for 20 min.
The gel was imaged by exciting at 532 nm and the emission filter
was set at 580 nm on a FLA-3000 fluorescence imager.


Preparation of gold nanoparticle aggregates


To prepare aggregates, a solution was prepared containing 6 nM
3′DNAAu, 6 nM 5′DNAAu, 400 nM enzyme, 100 nM substrate,
300 mM NaCl and 25 mM Tris acetate buffer, pH 8.2. The final
extinction at 522 nm was ∼2.2. The mixture was warmed to 60 ◦C
for 3 min and allowed to cool slowly to room temperature over 4 h
in a water bath. After brief centrifugation, dark purple nanopar-
ticle aggregates precipitated to the bottom. The supernatant was
removed and the aggregates were washed three times with a buffer
containing 300 mM NaCl and 25 mM Tris acetate, pH 8.2, and
were finally suspended in the same buffer.


Biochemical assay for DNAzyme embedded in nanoparticle
aggregates


32P-Labeled aggregates were added to a solution with 30 lM
Pb2+, designated NaCl concentrations (i.e. 100, 200, or 300 mM),
and 25 mM Tris acetate, pH 8.2. Aliquots were taken out at
designated time points and quenched in a solution containing 8 M
urea and 200 mM EDTA. The quenched aliquots were heated at
60 ◦C to fully release substrate strands from aggregates and then
loaded onto a 20% denaturing polyacrylamide gel. 32P-Labeling
and procedures for single-turnover solution phase activity assays
were the same as reported elsewhere.30,37 To monitor the color
change by spotting on an alumina TLC plate, aggregates linked by
various enzyme strands and (5)SubAu(−3) (not 32P-labeled) were
suspended in a solution containing 100 mM or 33 mM NaCl,
25 mM Tris acetate, pH 8.2. Either no Pb2+ or 10 lM Pb2+ was
added, and aliquots were taken out at designated time points for
spotting onto a TLC plate.
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The synthesis of an elongated linear oligonucleotide-functionalised module (ELOM) is described. The
ELOM structure is based on an oligo(phenylene ethynylene) backbone substituted with two decyloxy
groups. The two termini constitute two salicylaldehyde moieties acting as chemical cross-linkers. Before
incorporation into an oligonucleotide sequence the organic part of the module, the elongated linear
module (ELM), is functionalised with a dimethoxytrityl group and a phosphoramidite group. This
enables incorporation into the middle of 30-mer oligonucleotide sequences by automated DNA
synthesis. The obtained ELOMs were characterised by polyacrylamide gel electrophoresis and
MALDI-TOF mass spectrometry. In analogy with previously reported LOM and TOM structures the
coupling reactions of the ELOM modules were tested.


Introduction


The interest in using molecular building blocks for assembly of ge-
ometrically well-defined and functional molecular nanostructures
has led to the search for new ways to assemble organic molecules
into supra- or macromolecular structures as an alternative to
conventional organic synthesis. The formation of large and well-
defined molecular assemblies from a relatively simple set of
building blocks is of great interest for the field of molecular
electronics.1 During the past few years a number of molecular
electronic components and wires have been synthesised and
evaluated for their electronic behaviour.2 Reliable methods for
the controlled assembly of these devices into nanostructures have,
however, not yet been developed. In recent years much interest
has been focused on the application of DNA as an encodable
material for the spatial positioning of molecules and materials.3,4


In addition, DNA-programmed chemistry has proven to be an
efficient tool to assemble and couple organic molecules.5,6


As part of an ongoing programme addressing this problem we
recently published a new bottom-up method for the programmed
assembly and covalent coupling of multiple organic modules.6–10


The building blocks used in these reactions were linear (LOM)
and tripoidal (TOM) oligo(phenylene ethylene)-based structures
containing terminal salicylaldehyde moieties (Scheme 1). They
were encoded with short (15 nt) oligonucleotides at their termini.
Annealing of the structures followed by imine formation of the
aldehyde moieties using ethylenediamine in the presence of a
metal salt such as Mn(OAc)2 led to structures consisting of up
to four segments linked by metal–salen complexes.7 The imines
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could alternatively be reduced with NaBH3CN which gave the
corresponding amine-linked structures.10


One limitation associated with this procedure is that more than
four modules could not be assembled in satisfactory yields. We
imagine that this may be caused by steric interactions of the very
large oligonucleotide duplexes. The diameter of the DNA duplex is
2 nm, and the LOMs are also about 2 nm long. Thus, the multiple
duplexes formed in these nanostructures are expected to induce
steric strain as the structures grow. We therefore rationalised that
if this reason is prevalent, then one way of solving the problem
may be by extending the length of the linear module.


Here we report on the synthesis of an elongated linear module
(ELM) designed to be incorporated into oligonucleotides by auto-
mated DNA synthesis. We have previously shown that compounds
of this type functionalised as a nucleoside phosphoramidite
can be efficiently incorporated into an oligonucleotide strand
by automated oligonucleotide synthesis.4,7 This ELM meets the
requirements previously stated for the linear modules (LM’s),
i.e. it is rigid and potentially conducting.11 It is appropriately
functionalised both to be incorporated into oligonucleotides and
to undergo salen-formation. The aldehydes and the phenols have
to be protected since they are not compatible with the oligonu-
cleotide synthesis.1,12 The amide bonds provide a stable linkage to
the oligonucleotides7,8 and the C10 chains have been added to aid
solubility of the oligo(phenylene ethylene) backbone.13


Results and discussion


The synthesis of the salicylaldehyde building block 3 for prepa-
ration of the functional end groups in ELM has previously
been reported by us (Scheme 2).8 The most obvious way to
build up the ELM oligo(phenylene ethylene) backbone is by a
series of Sonogashira couplings and the synthesis was carried
out in a straightforward manner according to Scheme 3.14 First,
the TMS-protected 4-(ethynyl)-1-iodobenzene building block 4
was prepared from (4-bromophenylethynyl)-trimethylsilane. The
(4-bromophenylethynyl)-trimethylsilane is commercially available
from Aldrich, but it was easily synthesised in high yield (85%)
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Scheme 1 Chemical structures of the linear oligonucleotide-functionalised module (LOM), the tripoidal oligonucleotide-functionalised module (TOM)
and the elongated linear oligonucleotide-functionalised module (ELOM).


Scheme 2 Synthesis of the protected salicylaldehyde head group.


by a Sonogashira coupling between 4-bromo-1-iodobenzene and
trimethyl-silylacetylene catalysed by bis(triphenyl-phosphine)-
palladium(II) chloride and copper(I) iodide in the presence of
diethylamine.15 Lithiation of the bromide facilitated by treatment
with two equivalents of tert-butyllithium at −78 ◦C followed by
addition to molecular iodine gave the corresponding iodide 4
in essentially quantitative yield.16 The central 1,4-bis-decyloxy-
2,5-diethynylbenzene (5) was synthesised according to a known
literature procedure.13c The conjugated backbone was assembled
by a Sonogashira coupling, using almost the same conditions as
in the first coupling, of the diacetylene 5 with two equivalents of


Scheme 3 Preparation of the linear backbone by Sonogashira reactions.


the iodide 4. The appearance of a strongly fluorescent solution
indicated the formation of the conjugated backbone and com-
pound 6 was isolated in an excellent yield of 95%. Removal of
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Scheme 4 Preparation of the elongated linear module (ELM) 9, functionalised as a phosphoramadite.


the trimethylsilyl groups in aqueous base gave the oligo(phenylene
ethylene) 7 in 87% yield.


A final Sonogashira coupling with the 5-iodosalicylic aldehyde
derivative 3 constructed the ELM backbone 8a in good yield
(Scheme 4). One of the DMTr groups was removed by 50% acetic
acid in dichloromethane for 20 min. This reaction was carefully
monitored by thin layer chromatography and stopped as soon
as the product in which both DMTr groups were removed was
observed. Chromatography gave the desired mono-deprotected
derivative 8b in a moderate yield of 31%. However, 60% of the
starting material could easily be recovered and applied in repeated
deprotections. A following treatment with the required phos-
phoramidite chloride and Hünigs base provide phosporamidite
9 which was isolated quantitatively by precipitation in pentane
(overall yield for two steps of 31%). We had previously shown
that phosporamidites of this type would partly decompose during


chromatography on silica gel.8 The precipitated material was
analysed by 31P NMR and showed only minor impurities and
the sample was therefore not further purified but used directly for
automated oligonucleotide synthesis.


Phosphoramidite 9 was used as precursor for the elongated
linear oligonucleotide-functionalised module ELOM. The phos-
phoramidites were incorporated by standard automated oligonu-
cleotide synthesis into the middle of an oligonucleotide containing
30 nucleotides. After basic removal of the base protecting groups
the conjugates were purified by FPLC. The 5′-terminal DMTr
group was removed, the phenol moiety was deprotected in 25%
aqueous ammonia at 50 ◦C and finally the acetal protecting group
was removed in NaOAc buffer at pH 4. In this manner we have
prepared the three ELOM modules 11–13 listed in Table 1. This
table also includes LOM compound 14, which has been described
previously.7,8


Table 1 DNA-sequences and MALDI-TOF mass spectrometry characterization of ELOM and LOM structures


Module DNA sequences Calc. mass (Da)a Observed mass (Da)b


ELOM 11 a-ELM-b′ 5′-ATTGATCTAGTTGAT-ELM-TGTACATCTACACTT-3′ 10413.11 10480
ELOM 12 b-ELM-c′ 5′-AAGTGTAGATGTACA-ELM-ACTTCAGTTGGTCGT-3′ 10528.13 10616
ELOM 13 c-ELM-d′ 5′-ACGACCAACTGAAGT-ELM-CTGTAGACATATGTT-3′ 10466.14 10552
LOM 14c b-LM-c′ 5′-AAGTGTAGATGTACA-LM-ACTTCAGTTGGTCGT-3′


a Mass spectra were recorded before removal of the acetal protecting groups. b The reported values represents the max. height of the peak; the peaks are
broad with a width at half max. height of approximately 400 Da. c This linear module is described in ref. 7.
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The resulting ELOM modules were characterised by MALDI-
TOF mass spectrometry and by denaturing polyacrylamide gel
electrophoresis.


The mass peaks are relatively broad with a width at half
max. height of around 400 Da, as it appears from the example
on the MALDI-TOF spectrum of ELOM 11 in Fig. 1A. Thus


Fig. 1 Analysis of ELOM and LOM and their coupling reactions. (A)
MALDI-TOF mass spectrum of ELOM 11 with a calc. mass of 10413
Da and an obs. mass of 10480 Da. (B) Denaturing polyacrylamide gel
electrophoresis in 8 M urea of the coupling products. Reactions were
performed in the presence of 1.0 mM EDA and 0.5 mM Mn(OAc)2. Lanes
1–3: ELOM monomers, lanes 4–7 coupling reactions of ELOM modules in
the absence and presence of SDS as indicated, lanes 8–9 LOM and ELOM
monomers, coupling between LOM 14 and ELOM 13.


the calculated masses fall well within the observed mass peaks.
The ELOMs were also analysed by denaturing polyacrylamide
gel electrophoresis (PAGE) in a 8 M urea buffer (Fig. 1B). The
mobility of the ELOM modules are shown in lanes 1–3 and 9 and
they show well-defined bands with a slightly lower mobility than
the previously reported LOM modules (lane 8).7 Additionally, the
purity and UV absorption of the three ELOMSs were determined
by HPLC (see: electronic supplementary information‡).


The coupling reaction between ELOM modules by a DNA-
programmed reaction between the salicylaldehyde moieties was
attempted in the presence of ethylenediamine and Mn(OAc)2


(Scheme 5). This approach was very efficient for the coupling
of up to four LOM modules.6,7,9,10 Our attempts to couple two or
three ELOM modules were unfortunately unsuccessful (Fig. 1B,
lanes 4–7), whereas the coupling between ELOM 13 and LOM
14 was successful and resulted in a well-defined product band
(lane 10). For the ELOM dimerisations and trimerisations in lanes
4 and 6, no well-defined product bands result from the PAGE
analysis. A smear is observed at the top of the gel close to the
ELOM monomer. Native PAGE did not improve the appearance
of the gels. We speculate that the lacking ability of the ELOM
structures to undergo dimerisation is due to aggregation of the
ELOM moieties. In addition to the length, a major difference
between the LOM/TOM structures and the ELOM structure
is the two decyloxy substituents in the ELOM structure. The
decyloxy groups were added to improve solubility of the ELM
in organic solvents. As a consequence, however, the ELOM
structure may behave as an amphiphile due to the hydrophilic
DNA-sequences and the hydrophobic decyloxy groups. Hence,
the ELOM structures may aggregate by hydrophobic interactions
during the coupling reactions leading to formation of higher
order oligomeric structures. To suppress the aggregation it was
attempted to perform the dimerisation and trimerisation reactions
in the presence of sodium dodecyl sulfate (lanes 5 and 7). However,
this did not improve the coupling reactions and the smearing was
only slightly reduced or the mobility of smeared bands changed.


Future studies will show if it is possible to circumvent these
problems by substitution of the decyloxy side chains with e.g.
ethyleneglycol oligomers. However, it will also be investigated
if we can take advantage of the amphiphilic nature of the
ELOM. For example, by testing the assembly and coupling of
ELOM structures in the interface between water and a hydropho-
bic solvent. It has been reported that oligo(phenylene ethynylene)s
with alkyl side chains absorb and align on the surface of carbon
nanotubes.17 We will explore the possible DNA-programmed


Scheme 5 DNA-programmed coupling between two salicylaldehyde head groups by manganese salen formation (left) and the results of basic couplings
between ELOMs and LOM (right).
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assembly of the ELOM structures in the presence of carbon
nanotubes.


Conclusion


In conclusion, an efficient synthesis of a highly functionalised
elongated linear module containing an oligo(phenylene ethyny-
lene) backbone has been developed. This ELM is functionalised
as a nucleoside phosporamidite which can be incorporated
into oligonucleotides by automated synthesis. The assembly and
coupling between a LOM structure and an ELOM structure
was successful, however, it was not possible to induce DNA-
programmed ELOM dimerisation or trimerisation. It is proposed
that this is due to the amphiphilic nature of the ELOMs. Future
studies may reveal if the amphiphilic nature of the ELOM can be
used for assembly and coupling at interfaces.


Experimental


General methods


The 1H NMR, 31P NMR and 13C NMR were recorded at 400,
160 and 100 MHz, respectively. Chemical shifts are reported in
ppm downfield to TMS (d = 0) for 1H NMR, relative to the
central CDCl3 resonance (d = 77.16) for 13C NMR and relative to
85% H3PO4 (d = 0) for 31P NMR. All reactions were carried out
under an argon atmosphere using standard Schlenk equipment
and vacuum line techniques unless otherwise stated.


Materials


Solvents were dried according to standard procedures and
distilled under an atmosphere of argon or nitrogen prior to
use. (4-Bromophenylethynyl)-trimethylsilane14 is commercially
available from Aldrich but was synthesised from 1-bromo-4-
iodobenzene (Aldrich). (4-iodophenylethynyl)trimethylsilane,16


1,4-bis-decyloxy-2,5-diethynylbenzene13c and 1-benzoyloxy-2-(N-
(3-dimethoxytrityloxyprop-1-yl)-aminocarbonyl)-6-(1,3-dioxan-
2-yl)-4-iodobenzene (3)8 were synthesised according to literature
procedures.


1,4 - Bis - decyloxy - 2,5 - bis - (4 - trimethylsilanylethynyl - phenyl-
ethynyl)-benzene (6). To a Schlenk flask charged with 1,4-
bisdecyloxy-2,5-diethynylbenzene (5) (87.7 mg, 0.20 mmol), (4-
iodophenylethynyl)-trimethylsilane (4) (132.1 mg, 0.44 mmol),
Pd(PPh3)2Cl2 (2.8 mg, 0.004 mmol) and CuI (1.5 mg, 0.008 mol)
was added THF (3.0 mL) and diethylamine (1.0 mL). This solution
was stirred at room temperature for 19 h. The solvents were
evaporated and the residue diluted with CH2Cl2 and satd. NaCl
solution. The aqueous solution was extracted with CH2Cl2 (3 ×
10 mL), dried (MgSO4) and evaporated. The crude material was
purified by flash chromatography on silica gel using CH2Cl2–
pentane 1 : 9 → 1 : 4 as eluents to yield the title compound as
a yellow fluorescent crystalline solid (149.0 mg, 95%). 1H NMR
(CDCl3) d (ppm) 7.44 (center of an AB spin system, 8H, JAB =
8.4 Hz), 6.99 (s, 2H), 4.02 (t, 4H, J = 6.4 Hz), 1.84 (quint, 4H, J =
6.8 Hz), 1.53 (quint, 4H, J = 6.8 Hz), 1.38–1.10 (m, 24H), 0.88 (t,
6H, J = 6.8 Hz), 0.25 (s, 18H). 13C NMR (CDCl3) d (ppm) 153.8,
132.0, 131.4, 123.6, 123.0, 116.9, 114.1, 104.8, 96.4, 94.7, 88.0,
69.7, 32.0, 29.8, 29.7, 29.5, 29.4 (2 signals), 26.2, 22.8, 14.2, 0.0.


MALDI-TOF C52H70O2Si2 [M+]; calculated: 782.49 found: 799.26.
UV/VIS (abs. ethanol) kmax/nm 256, 323, 385.


1,4-Bisdecyloxy-2,5-bis(4-ethynylphenylethynyl)-benzene (7).
1,4-Bisdecyloxy-2,5-bis(4-trimethylsilanylethynyl-phenylethynyl)-
benzene (6) (162.2 mg, 0.207 mmol) dissolved in a mixture of
THF (5.0 mL) and methanol (3.0 mL) and was cooled to 0 ◦C
and treated with 5 M NaOH(aq) (0.25 mL, 1.25 mmol). This
mixture was warmed to room temperature and stirred for 16 h.
Then water and CH2Cl2 were added and the aqueous phase was
extracted with CH2Cl2 (3 × 10 mL). The organic phase was dried
(MgSO4) and evaporated which gave the desired product as a
yellow fluorescent solid (114.5 mg, 87%). 1H NMR (CDCl3) d
(ppm) 7.48 (s, 8H), 7.01 (s, 2H), 4.02 (t, 4H, J = 6.4 Hz), 3.19 (s,
2H), 1.85 (quint, 4H, J = 7.6 Hz), 1.54 (quint, 4H, J = 7.6 Hz),
1.40–1.22 (m, 24H), 0.88 (t, 6H, J = 7.2 Hz). 13C NMR (CDCl3)
d (ppm) 153.9, 132.3, 131.7, 124.1, 122.1, 117.0, 114.1, 94.7, 88.2,
83.5, 79.2, 69.8, 32.1, 29.9, 29.8, 29.7, 29.6, 29.5, 26.3, 22.9, 14.4.


MALDI-TOF C46H54O2 [M+]; calculated: 638.41 found: 634.82.


DMTrO-ELM-ODMTr (8a). To a Schlenk flask charged with
Pd(PPh3)2Cl2 (2.2 mg, 3.1 lmol) and CuI (1.2 mg, 6.2 lmol) was
added 1,4-bisdecyloxy-2,5-bis-(4-ethynyl-phenylethynyl)-benzene
(7) (109.7 mg, 0.172 mmol) dissolved in THF (4.0 mL)
and 1-benzoyloxy-2-(N-(3-dimethoxytrityloxyprop-1-yl)-amino-
carbonyl)-6-(1,3-dioxan-2-yl)-4-iodobenzene (3) (279.9 mg,
0.344 mmol) dissolved in THF (4.0 mL). To this solution was
added triethylamine (4.0 mL) and the mixture was stirred for
24 h at room temperature. The solvents were evaporated and
a 1 : 1 mixture of EtOAc and CH2Cl2 was added. Filtration
through a plug of silica gel and evaporation gave a residue that
was purified by flash chromatography on silica gel using EtOAc–
CH2Cl2–pentane 1 : 1 : 3 → 5 : 4 : 11 as eluents. This gave the
desired product as a yellow fluorescent foamy solid (255.4 mg,
74%). 1H NMR (CDCl3) d (ppm) 8.15 (dd, 4H, J = 7.2, 1.2 Hz),
7.95 (d, 2H, J = 2 Hz), 7.74 (d, 2H, J = 2), 7.67 (tt, 2H, J =
7.6, 1.2 Hz), 7.53–7.47 (m, 12H), 7.36 (dd, 4H, J = 7.2, 1.2 Hz),
7.30–7.21 (m, 12H), 7.19 (tt, 2H, J = 7.2, 1.2 Hz), 7.03 (s, 2H),
6.77 (d, 8H, J = 8.8 Hz), 6.49 (t, 2H, J = 6.0 Hz), 5.59 (s, 2H),
4.14–4.09 (m, 4H), 4.05 (t, 4H, J = 7.0 Hz) 3.81–3.72 (m, 4H),
3.76 (s, 12H), 3.40 (q, 4H, J = 6.0 Hz), 3.09 (t, 4H, J = 6.0 Hz),
2.18–2.06 (m, 2H), 1.87 (quint, 4H, J = 7.0 Hz), 1.66 (quint, 4H,
J = 6.0 Hz), 1.56 (quint, 4H, J = 7.0 Hz), 1.40–1.24 (m, 26H),
0.88 (t, 6H, J = 7.0 Hz). 13C NMR (CDCl3) d (ppm) 165.2, 164.7,
158.4, 153.7, 145.4, 144.7, 136.2, 133.9, 132.6, 132.5, 132.3, 131.61,
131.55, 131.2, 130.3, 129.9, 129.2, 128.8, 128.1, 127.9, 126.8, 123.5,
122.7, 121.6, 116.8, 113.9, 113.1, 97.6, 94.7, 90.2, 89.9, 88.1, 86.2,
69.6, 67.4, 61.6, 55.2, 38.2, 32.0, 29.7, 29.6, 29.5, 29.41, 29.37, 29.3,
26.1, 25.5, 22.8, 14.2. MALDI-TOF C130H132N2O18 [M + Na+];
calculated: 2031.94 found: 2032.58 UV/VIS (CH2Cl2): kmax/nm
(log e): 237 (4.83), 277 (4.32), 332 (4.37), 389 (4.40)


DMTrO-ELM-OH (8b). To a 50 mL roundbottomed flask
charged with DMTrO-ELM-ODMTr (8a) (109.7 mg, 54.6 lmol)
was added a 1 : 1 solution of acetic acid and dichloromethane
(7.5 mL). This solution was stirred for 20 min. at room temper-
ature and then poured into satd. NaHCO3 and extracted with
dichloromethane (3 × 20 mL), dried over Na2SO4, filtered and
evaporated. The residue was purified by flash chromatography on
silica gel using EtOAc–pentane 1 : 1 → 4 : 1 as eluents. This
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gave the desired alcohol 8b as a yellow fluorescent solid (28.8 mg,
31%) together with the starting material (66 mg, 60%). 1H NMR
(CD2Cl2) d (ppm) 8.12 (d, 2H, J = 7.6 Hz), 8.04 (d, 2H, J = 7.6 Hz),
7.86 (s, 2H), 7.78 (d, 1H, J = 2.0 Hz), 7.67 (d, 1H, J = 2.0 Hz), 7.63
(t, 1H, J = 7.5 Hz), 7.61 (t, 1H, J = 7.5), 7.49 (t, 4H, J = 7.5 Hz),
7.45 (s, 8H), 7.28 (d, 2H, J = 7.5 Hz), 7.19–7.11 (m, 2H), 7.16 (d,
4H, J = 8.4 Hz), 6.97 (s, 2H), 6.69 (d, 4H, J = 8.4 Hz), 6.50 (br m,
1H), 6.40 (br m, 1H), 5.53 (s, 2H), 4.04–3.94 (m, 8H), 3.73–3.65
(m, 4H), 3.66 (s, 6H), 3.39 (m, 2H), 3.31 (q, 2H, J = 6.2 Hz),
3.26 (q, 2H, J = 6.2 Hz), 2.98 (t, 2H, J = 5.6 Hz), 2.57 (br s,
1H), 2.06–1.94 (m, 2H), 1.78 (quint, 4H, J = 7.2 Hz), 1.56–1.38
(m, 8H), 1.34–1.12 (m, 26H), 0.80 (t, 6H, J = 6.8 Hz). 13C NMR
was not obtained of this compound. MALDI-TOF C109H114N2O16


[M + Na+]; calculated: 1729.81 found: 1730.24.


DMTrO-ELM-OP(NiPr2)O(CH2)2CN (9). DMTrO-ELM-
OH (8b) (104.0 mg, 0.061 mmol) was dissolved in CH2Cl2 (10 mL)
in a Schlenk flask and cooled to 0 ◦C then diisopropylethylamine
(74.2 lL, 0.43 mmol) was added followed by dropwise treatment
with diisopropyl-chlorophosphoramidite (40.8 lL, 0.18 mmol).
This mixture was stirred at this temperature for 10 min then
allowed to reach room temperature and stirred for another 1 h
followed by dilution with CH2Cl2 (20 mL) and washed twice with
satd. NaHCO3 and once with water. Drying over Na2SO4 and
concentration gave a yellow oil that was precipitated into pentane
to give the desired phosphoramidite as a yellow fluorescent
chunky solid (116.1 mg, 100%) after removal of the liquid and
a wash with pentane followed by drying in vacuo. 1H NMR
(CD2Cl2) d (ppm) 8.13 (dd, 2H, J = 8.0, 1.2 Hz), 8.04 (dd, 2H, J =
8.0 Hz), 7.87 (d, 1H, J = 2.0 Hz), 7.86 (d, 1H, J = 2.0 Hz), 7.75
(d, 1H, J = 2.0 Hz), 7.67 (d, 1H, J = 2.0 Hz), 7.65–7.60 (m, 2H),
7.50 (t, 4H, J = 8.0 Hz), 7.46 (centre of an AB spin system, 8H,
JAB = 7.2 Hz), 7.28 (d, 2H, J = 8.0 Hz), 7.19–7.10 (m, 2H), 7.17
(d, 4H, J = 8.8 Hz), 6.97 (s, 2H), 6.69 (d, 4H, J = 8.8 Hz), 6.45 (t,
1H, J = 5.6 Hz), 6.39 (t, 1H, J = 5.6 Hz), 5.53 (s, 2H), 4.20–4.00
(m, 10H), 3.82–3.70 (m, 4H), 3.72 (s, 6H), 3.70–3.24 (m, 6H), 3.05
(t, 2H, J = 5.6 Hz), 2.55 (t, 2H, J = 6.5 Hz), 2.18–2.01 (m, 2H),
1.85 (quint, 4H, J = 7.2 Hz), 1.68–1.38 (m, 8H), 1.44–1.10 (m,
26H), 1.15 (d, 6H, J = 7.0 Hz), 1.10 (d, 6H, J = 7.0 Hz), 0.85 (t,
6H, J = 6.8 Hz). 31P NMR (CD2Cl2) d (ppm) 148.8.


Synthesis of elongated linear oligonucleotide-functionalised
modules (ELOMs)


The ELOMs were prepared by incorporation of phosphoramidite
9 into nucleotides by standard automated oligonucleotide synthe-
sis (DNA Technology, Aarhus, Denmark) on a 0.2 lmol scale using
TBPA (4-tert-butylphenoxyacetyl) protection for nucleotides A, C
and G. Removal of the base protection groups was performed in
25% aqueous ammonia at 25 ◦C for 2 h. The benzoyl protection
groups were not removed during this basic deprotection step. After
purification by FPLC the 5′ terminal DMTr group was removed in
70% aqueous AcOH at 25 ◦C for 20 min. Removal of the benzoyl
protection groups was achieved in 25% aqueous ammonia at 50 ◦C
for 4 h. Removal of dioxane protecting groups from the crude
DNA-conjugate was carried out in 0.5 M NaOAc (pH 4.0), 1 mM
EDTA for 2 h at 37 ◦C. Sufficient 1.5 M CAPS (pH 10.4) buffer
was added to adjust the pH to 7.0. The oligonucleotides were


recovered by precipitation overnight with 3 volumes of ethanol at
−20 ◦C and centrifugation (15 min at 10 000g). Resulting pellets
were washed and centrifuged three times with 75% (v/v) ethanol
and stored in 10 mM EPPS (pH 8.0) at −20 ◦C.


DNA-programmed coupling between the modules


A solution (10 ll) of the two or three ELOM or LOM modules
(5 lM each) in 100 mM KCl, 50 mM EPPS (pH 8.0) were
heated to 60 ◦C for 5 min and cooled slowly to rt in a water
bath. The coupling reactions were performed by addition of
0.25 mM ethylenediamine, 1 mM Mn(OAc)2 and incubation for
2 h at 30 ◦C. Analysis of the reaction products was performed by
electrophoresis at 90 V in 7.5% polyacrylamide gels (30 : 1.6) in
50 mM Tricine (pH 8.1) and 8 M urea. Samples were loaded in 8 M
urea without heating and addition of dyes. Gels were fixed in 50%
(v/v) ethanol, stained with ethidium bromide and photographed
in UV light.
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The phytotoxic lactone herbarumin III has been synthesized in 11% overall yield. The approach applied
uses Keck’s asymmetric allylation and Sharpless epoxidation to build the key fragment. Esterification
with 5-hexenoic acid and a ring closing metathesis was used to arrive at the target.


The phytotoxic lactone Herbarumin III (Fig. 1) was isolated
from the fermentation broth and mycelium of the fungus Phoma
herbarum by Mata et al. in extremely low yield1 along with known
compounds Herbarumin I (2) and II (3).2 Herbarumin III showed
significant phytotoxic effects when tested against seedlings of A.
hypochondriacus. This macrolide (IC50 = 2 × 10−4 M) inhibited
radical growth with higher potency than dichlorophenoxy acetic
acid [2.4 D (IC50 = 2 × 10−4 M)] used as a positive control.
Notably, the phytotoxic effect of 1 was comparable to that of 2 and
higher than that of 3. Detailed biological investigations revealed
that compounds 1–3 interacted with bovine-brain calmodulin and
inhibited the activation of the calmodulin dependent enzyme
cAMP phosphodiesterase.1 These findings makes it clear that
compounds 1–3 are promising lead structures in the search for
novel herbicidal agents and should have medicinal interest as well.


Fig. 1


To our knowledge, only three syntheses of 1 have been reported
to date. The first one was by Gurjar et al., starting from D-
glucose,3a,b then a chemoenzymatic synthesis was carried out by
Nanda3c and more recently, while this manuscript was under
preparation, Chattopadhyay et al. described another synthesis
beginning from (R)-cyclohexylidene glyceraldehydes.3d Recently,
we have been engaged in synthetic studies of naturally occurring
lactones, resulting in the total synthesis of patulolides A and B,
verbalactone and boronolide.4 In context with this study, since a
limited quantity of 1 is available, we undertook the synthesis of
this demanding target.


Our planned approach to herbarumin III (1) involved the cou-
pling of fragments 4 and 5 via esterification followed by ring closing
metathesis. Encouraged by a previous successful implementation
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of RCM into the total synthesis of natural products containing a
medium sized ring,5 we chose this methodology for the formation
of the 10-membered ring. For installation of stereochemistry at
C-7 and C-9, we relied on Sharpless epoxidation and asymmetric
allylation respectively (Scheme 1).


Scheme 1 Retrosynthetic approach to herbarumin III.


The synthesis (Scheme 2) was initiated by employing the
catalytic asymmetric allyl stannation protocol developed by Keck
et al.6 In the presence of a catalytic system comprising 1 equivalent
of (R)-BINOL, 1 equivalent of Ti(O–iPr)4 and 4 Å molecular
sieves which had been pre-formed in refluxing CH2Cl2, the reaction
of n-butanal and allyl tributylstannane provided the homoallylic
alcohol 9 in 80% yield and 95% ee7 {[a]20


D
= +14.9 (c 0.9, CH2Cl2)}.


Acetylation of the hydroxyl function with acetic anhydride
catalyzed by iodine,8 followed by oxidative cleavage of the olefinic
bond using OsO4 and NaIO4 in the presence of 2,6-lutidine in
dioxane–water9 furnished the corresponding aldehyde 10.


Chain elongation of 10 via Wittig olefination with triphenyl
carbethoxymethyl phosphonium chloride supported on alumina
under microwave irradiation10 provided the a,b-unsaturated ester
(E)-7 as the major product (E–Z 14 : 1).11 Since Sharpless
epoxidation of Z-allylic alcohols is known to proceed with poor
optical purity,12 (E)-7 was used for the rest of the synthesis. Thus,
exposure of (E)-7 to DIBAL in THF at −78 ◦C delivered the
required allylic alcohol (E)-11. Katsuki–Sharpless epoxidation13a,b


of this under the influence (−)-DET proceeded well to furnish the
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Scheme 2 Reagents and conditions: (i) (R)–BINOL, 4 Å ms, Ti(i–OPr)4,
allyltributyl tin, CH2Cl2, −78 to −20 ◦C; (ii) acetic anhydride, I2; (iii)
OsO4, NaIO4, 2,6-lutidine, dioxane–water; (iv) triphenyl carbethoxymethyl
phosphonium chloride (1.2 eqv.), basic alumina, microwaves; (v) DIBAL,
THF, −78 ◦C; (vi) Ti(i–OPr)4, (−)-DET (diethyl tartrate), TBHP
(tert-butylhydroperoxide), CH2Cl2, −20 ◦C; (vii) MsCl, Et3N, CH2Cl2;
(viii) NaI, acetone; (ix) Zn, I2 (cat.), MeOH, reflux; (x) TBSCl, imidazole,
DMF; (xi) K2CO3, MeOH; (xii) 5-hexenoic acid, DCC, DMAP (cat.),
CH2Cl2; (xiii) TBAF, THF, 0 ◦C; (xiv) Grubbs catalyst, CH2Cl2, reflux.


epoxide 6 as a single diastereomer14 with 96% ee, which set the C-7
stereocentre.


Installation of the allylic system needed for the final ring closing
metathesis started with activation of the primary alcohol group
in 6 as the corresponding mesylate. Exposure of the mesylate to
NaI and reductive fragmentation of the derived iodoepoxide using
Zn powder in refluxing MeOH14 provided the allylic alcohol 12.
Protection of the free OH group of 12 as a TBS ether and subse-
quent removal of the acetate under basic conditions furnished 4.
Esterification of the free OH group of 4 with 5-hexenoic acid in
the presence of DCC and catalytic DMAP readily provided the
diene 13 and set the stage for macrocyclization by ring closing
metathesis. At the outset of macrocyclization, deprotection of the
TBS ether was effected with TBAF under standard conditions.
Finally, ring closing metathesis with Grubbs second-generation


catalyst following reported conditions15 proceeded uneventfully
to give Herbarumin III as a clear oil. The sign of optical rotation
{[a]20


D
= +17.6 (c 0.7, EtOH); lit.1 [a]20


D
= +22.0 (c I mg mL−1,


EtOH)} and spectral data closely matched with those reported for
the natural product.1


Thus, we have synthesized this molecule starting from n-butanal
in 11% overall yield. It is noteworthy that this inherently flexible
approach opens a general way for the assembly of herbarumin III
libraries differing in C-9 carbon chain and stereochemistry.


Experimental


General remarks


1H NMR and 13C NMR spectra were recorded using a Bruker
DPX-300 NMR machine. IR spectra were recorded on a Perkin-
Elmer 1640 FT-IR spectrometer. Optical rotations were measured
on a Perkin-Elmer 343 polarimeter. Elemental analyses were done
using a Perkin-Elmer series II CSNS/O Model 2400 analyzer.
Mass spectra were recorded on a Bruker Daltonic Data Analysis
2.0 spectrometer. Column chromatography was performed with
Merck silica gel (60–120 mesh) and preparative TLC was carried
out on plates prepared with Merck Silica gel G. Moisture sensitive
reactions were conducted under a dry nitrogen atmosphere.
Diethyl ether and THF were distilled from benzophenone ketyl
prior to use. Dichloromethane was distilled from P2O5 and stored
over molecular sieves. All solvents were distilled at their boiling
point, and other commercially available reagents were used as
received, unless otherwise stated.


(4R)-Hept-1-en-4-ol (9). A mixture of (R)-BINOL (0.84 g,
2.92 mmol) and Ti(O–iPr)4 (0.83 g, 2.92 mmol) in CH2Cl2 (30 mL)
in the presence of 4 Å molecular sieves (2.4 g) was stirred under
reflux. After 1 h, the reaction mixture was cooled to room
temperature, and n-butyraldehyde (2.1 g, 29.2 mmol) was added
and the resulting mixture was stirred for 10 min. The reaction
mixture was then cooled to −78 ◦C and allyl tributylstannane
(10.6 g, 32.0 mmol) was added to it and the stirring continued at
−20 ◦C for 36 h. Saturated NaHCO3 solution (5 mL) was added
to quench the reaction, this was stirred for an additional 30 min
and was then extracted with CH2Cl2 (40 mL). The organic phase
was washed with water (15 mL), dried (Na2SO4), the solvent was
evaporated and the residue was purified by chromatography on
SiO2 (EtOAc–hexane 1 : 9) to give 2.6 g (23.4 mmol, 80%) of 9 as
a clear liquid. Ee 95%; [a]20


D
= −13.1 (c 1.0, CH2Cl2). IR (neat):


3410 cm−1; 1H NMR (400 MHz, CDCl3): d = 0.92 (t, J = 6.5 Hz,
3 H), 1.30–1.52 (m, 4 H), 2.04–2.12 (m, 2 H), 2.33–2.39 (br s, 1 H),
3.55–3.60 (m, 1 H), 5.04 (dd, J = 16.0 & 11.2 Hz, 1 H), 5.14 (dd,
J = 16.1 & 1.4 Hz, 1 H), 5.72–5.75 (m, 1 H); 13C NMR (75 MHz,
CDCl3): d = 14.10, 19.00, 39.20, 42.20, 70.80, 117.30, 135.30; MS
(ESI) m/z 137.2 (M+ + Na); Anal. Cal. for C7H14O (114.104): C,
73.63; H, 12.36. Found: C, 73.60; H, 12.26%.


(1R)-1-Allylbutyl acetate (8). To a stirred solution of 9 (2.5 g,
21.9 mmol) and acetic anhydride (4.5 g, 44.1 mmol), iodine
(250 mg, 1.96 mmol) was added and the reaction mixture was
stirred at room temperature for 10 min. 10% Na2S2O3 solution
(30 mL) was added and extracted with ether (80 mL). The reaction
mixture was washed successively with 10% NaHCO3 solution
(3 × 20 mL) and H2O (30 mL). The organic phase was dried
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(Na2SO4), the solvent was evaporated and the residue was purified
by chromatography on SiO2 (EtOAc–hexane 1 : 10) to give 3.2 g
(20.6 mmol, 94%) of 8 as a clear liquid. Ee 95%; [a]20


D
=−11.2 (c 1.0,


CH2Cl2). IR (neat): 1735 cm−1; 1H NMR (400 MHz, CDCl3): d =
0.95 (t, J = 6.6 Hz, 3 H), 1.31–1.60 (m, 4 H), 2.03–2.13 (m, 2 H),
2.17 (s, 3 H), 4.87–4.93 (m, 1 H), 5.02 (dd, J = 16.0 & 11.2 Hz,
1 H), 5.12 (dd, J = 16.0 & 1.6 Hz, 1 H), 5.74–5.79 (m, 1 H); 13C
NMR (75 MHz, CDCl3): d = 13.99, 18.80, 20.85, 36.70, 37.10,
74.03, 116.75, 135.01, 170.11; MS (ESI) m/z 156.22 (M+); Anal.
Cal. for C9H16O2 (156.115): C, 69.19; H, 10.32. Found: C, 69.10;
H, 10.49%.


(3R)-3-Acetoxy-hexanal (10). To a solution of the acetate 8
(3.0 g, 19.2 mmol) in dioxane–H2O (160 mL 3 : 1) was added
2,6-lutidine (4.1 g, 38.3 mmol), OsO4 (4% solution in i-PrOH,
0.037 mL) and NaIO4 (16.4 g, 76.9 mmol). The mixture was stirred
at room temperature; upon completion, water (50 mL) was added
and extracted with CH2Cl2 (3 × 30 mL). The organic layer was
dried (Na2SO4) and the solvent was evaporated to give 2.64 g
(16.7 mmol, 87%) of 10 as a pale yellow liquid, which, without
further purification was applied in the next step.


(5R)-5-Acetoxy-oct-2-enoic acid ethyl ester ((E)-7). To a mix-
ture of aldehyde 10 (2.5 g, 15.8 mmol) and triphenyl car-
bethoxymethyl phosphonium chloride (7.3 g, 18.9 mmol) in
CH2Cl2 (50 mL), basic alumina (13.3 g) was added and the mixture
was stirred thoroughly. The solvent was completely removed
under vacuum and the solid mass was put under microwave
irradiation (60%, 360 Watt) for 5 min. To this, CHCl3 (60 mL)
was added, stirred vigorously and then filtered. The filter pad
was washed thoroughly with CHCl3 and the combined washings
were evaporated to afford a solid mass, which was purified by
chromatography on SiO2 (EtOAc–hexane 1 : 12) to give 2.66 g
(11.7 mmol, 74%) of (E)-7 as a gum. Ee 95%; [a]20


D
= +12.4 (c


0.9, CH2Cl2). IR (neat): 1740, 1726 cm−1; 1H NMR (400 MHz,
CDCl3): d = 0.85 (t, J = 7.2 Hz, 3 H), 1.25 (t, J = 6.8 Hz, 3 H),
1.30–1.34 (m, 4 H), 2.11 (s, 3 H), 2.40–2.52 (m, 2 H), 4.19 (q, J =
7.2 & 12.5 Hz, 2 H), 4.90–4.96 (m, 1 H), 5.82 (d, J = 15.6 Hz, 1 H),
6.78–6.91 (m, 1 H); 13C NMR (75 MHz, CDCl3): d = 13.90,
14.16, 18.89, 20.80, 33.70, 37.19, 60.03, 74.00, 121.46, 150.08,
166.50, 170.11; MS (ESI) m/z 228.3 (M+); Anal. Cal. for C12H20O4


(228.14): C, 63.14; H, 8.83. Found: C, 63.10; H, 8.95%.


(1R)-Acetoxy-5-hydroxy-1-propyl-pent-3-ene ((E)-11). To a
stirred solution of the ester (E)-7 (2.5 g, 10.9 mmol) in dry CH2Cl2


(10 mL) cooled to −78 ◦C, DIBAL (1 M solution in hexane)
(13 mL, 1.2 equiv.) was added slowly under N2 and the mixture
was stirred at the same temperature for 2 h. Water was added
drop-wise to quench the reaction, which was warmed to room
temperature and then extracted with ether (3 × 30 mL). The
organic phase was dried (Na2SO4) and the solvent was evaporated
to afford a slight brown residue, which was chromatographed on
SiO2 (EtOAc–hexane 1 : 8) to give 1.82 g (9.8 mmol, 90%) of (E)-11
as a clear liquid. Ee 95%; [a]20


D
= +13.7 (c 0.8, CH2Cl2). IR (neat):


3374 (br), 1741 cm−1; 1H NMR (400 MHz, CDCl3): d = 0.87 (t,
J = 7.6 Hz, 3 H), 1.28–1.36 (m, 4 H), 2.13 (s, 3 H), 2.21–2.26
(br s, 1 H), 2.40–2.50 (m, 2 H), 3.98–4.04 (m, 2 H), 4.90–4.95 (m,
1 H), 5.59–5.67 (m, 1 H), 5.72–5.81 (m, 1 H); 13C NMR (75 MHz,
CDCl3): d = 13.99, 18.80, 20.85, 33.80, 37.10, 60.82, 74.09, 129.74,


132.40, 170.10; MS (ESI) m/z 186.3 (M+); Anal. Cal. for C10H18O3


(186.13): C, 64.49; H, 9.74. Found: C, 64.60; H, 9.58%.


3-[(2R)-2-Acetoxy pentyl]-(2R,3S)-oxiranyl methanol (6). To a
stirred mixture of activated 4 Å molecular sieves (0.43 g) in dry
CH2Cl2 (40 mL) cooled to −20 ◦C, (−)-DET (0.112 g, 0.54 mmol)
and Ti(O-i-Pr)4 (0.13 mL, 0.05 equiv.) were added sequentially with
stirring. To this, TBHP (3.1 mL, 2 equiv, 5.8 M in CH2Cl2) was
added and the resulting mixture was stirred for 20 min, whereupon
(E)-11 (1.7 g, 9.1 mmol) was added and stirring was continued at
−20 to −15 ◦C for 2.5 h. Then the reaction mixture was warmed
to 0 ◦C, water (30 mL) was added and the mixture was stirred for
another 30 min, while allowing it to warm to room temperature.
Hydrolysis of the tartrate was then effected by adding 6.0 mL of
a 30% aqueous solution of NaOH saturated with NaCl, followed
by vigorous stirring. When a phase separation occurred, the lower
organic phase was removed and the aqueous phase was further
extracted with CH2Cl2 (2 × 30 mL). The combined extract was
dried (Na2SO4), the solvent was evaporated and the residue was
chromatographed on SiO2 (EtOAc–hexane 1 : 7) to give 1.3 g
(6.4 mmol, 70%) of 6 as a clear liquid. Ee 96%; [a]20


D
= +16.0 (c 0.7,


CH2Cl2). IR (neat): 3401 (br), 1734 cm−1; 1H NMR (400 MHz,
CDCl3): d = 0.86 (t, J = 7.3 Hz, 3 H), 1.27–1.35 (m, 4 H), 2.17
(s, 3 H), 2.22–2.29 (br s, 1 H), 2.42–2.51 (m, 2 H), 2.70–2.78 (m,
1 H), 2.91–3.00 (m, 1 H), 3.94–4.02 (m, 2 H), 4.90–4.96 (m, 1 H);
13C NMR (75 MHz, CDCl3): d = 13.89, 18.78, 20.98, 30.80, 37.25,
65.50, 74.27, 170.11; MS (ESI) m/z 202.3 (M+); Anal. Cal. for
C10H18O4 (202.12): C, 59.39; H, 8.97. Found: C, 59.45; H, 8.90%.


(2R)-2-(Acetoxy pentyl)-1-[3-(methanesulfonyloxy methyl)-
(2R,3S)-oxiranyl butane] (6a). A solution of the epoxy alcohol
6 (1.2 g, 5.94 mmol) and triethylamine (0.88 g, 8.88 mmol) in
dry CH2Cl2 (25 mL) was treated with methanesulfonyl chloride
(1.02 g, 8.94 mmol) at 0 ◦C under a N2 atmosphere. The reaction
mixture was stirred for 3 h (from 0 ◦C to rt). It was diluted
with Et2O and washed with water, dried (Na2SO4), the solvent
was evaporated and the residue was chromatographed on silica
gel (EtOAc–petroleum ether 1 : 8) to give 1.5 g (5.35 mmol,
90%) of 6a as a viscous liquid. Ee 96%; [a]20


D
= +10.5 (c 1.0,


CHCl3). IR (neat): 1735 cm−1; 1H NMR (400 MHz, CDCl3):
d = 0.90 (t, J = 8.0 Hz, 3 H), 1.25–1.37 (m, 4 H), 2.16 (s, 3 H),
2.40–2.49 (m, 2 H), 2.72–2.79 (m, 1 H), 2.90–2.97 (m, 1 H),
3.10 (s, 3 H), 3.99–4.18 (m, 2 H), 4.92–4.98 (m, 1 H); 13C NMR
(75 MHz, CDCl3): d = 13.97, 18.70, 20.85, 21.93, 30.02, 32.00,
36.72, 37.90, 65.66, 74.07, 170.20; MS (ESI) m/z 280.3 (M+);
Anal. Cal. for C11H20O6S (280.098): C, 47.13; H, 7.19. Found: C,
47.00; H, 7.25%.


(2R)-2-(Acetoxy pentyl)-1-[3-(iodomethyl)-(2R,3S)-oxiranyl bu-
tane] (6b). To a solution of 6a (1.3 g, 4.64 mmol) in acetone
(20 mL), NaI (1.04 g, 6.94 mmol) was added with stirring.
After stirring for 5 h at room temperature, water (5 mL) was
added and extracted with Et2O (50 mL). The organic phase was
dried (Na2SO4), the solvent was evaporated and the residue was
chromatographed on SiO2 (EtOAc–hexane 1 : 10) to give 1.16 g
(3.71 mmol, 80%) of 6b as a colorless liquid. Ee 96%; [a]20


D
=


+6.9 (c 1.0, CHCl3). IR (neat): 1730 cm−1; 1H NMR (400 MHz,
CDCl3): d = 0.89 (t, J = 7.6 Hz, 3 H), 1.27–1.38 (m, 4 H), 2.13
(s, 3 H), 2.45–2.54 (m, 2 H), 2.74–2.80 (m, 1 H), 2.92–2.99 (m,
1 H), 3.44–3.52 (m, 2 H), 4.90–4.99 (m, 1 H); 13C NMR (75 MHz,
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CDCl3): d = 13.90, 18.79, 20.80, 30.08, 32.02, 36.70, 37.96, 65.66,
74.00, 170.12; MS (ESI) m/z 312.2 (M+); Anal. Cal. for C10H17IO3


(312.022): C, 38.48; H, 5.49. Found: C, 38.40; H, 5.59%.


(1R)-Acetoxy-(3R)-hydroxy-1 propyl-pent-4-ene (12). A mix-
ture of 6b (1.0 g, 3.2 mmol), iodine (36 mg, 0.28 mmol) and freshly
activated zinc (0.52 g, 8.0 mmol) in anhydrous MeOH (10 mL) was
refluxed for 8 h under a N2 atmosphere. The solution was filtered
and the residue was washed with MeOH (2 × 20 mL). The filtrates
were combined and concentrated. The residue was taken up in
ethyl acetate (30 mL) and washed with water (2 × 20 mL) and
dried (Na2SO4). The solvent was evaporated and the residue was
chromatographed on SiO2 (6% EtOAc in hexane) to give 0.452 g
(2.43 mmol, 76%) of 12 as a colorless liquid. Ee 96%; [a]20


D
= −5.9


(c 1.0, CHCl3). IR (neat): 3410, 1725 cm−1; 1H NMR (400 MHz,
CDCl3): d = 0.86 (t, J = 7.2 Hz, 3 H), 1.28–1.36 (m, 4 H), 1.86–2.00
(m, 2 H), 2.11 (s, 3 H), 2.21–2.29 (br s, 1 H), 4.18–4.26 (m, 1 H),
4.89–4.96 (m, 1 H), 5.02 (d, J = 8.6 Hz, 1 H), 5.18 (d, J = 15.2 Hz,
1 H), 5.58–5.71 (m, 1 H); 13C NMR (75 MHz, CDCl3): d = 13.99,
18.88, 20.85, 37.10, 41.00, 71.92, 74.27, 114.82, 141.48, 170.11;
MS (ESI) m/z 186.3 (M+); Anal. Cal. for C10H18O3 (186.125): C,
64.49; H, 9.74. Found: C, 64.30; H, 9.90%.


(1R)-Acetoxy-(3R)-[(tert-butyldimethylsilyl)oxy]-1-propyl-pent-
4-ene (4a). To a solution of 12 (0.350 g, 1.88 mmol) and
imidazole (0.253 g, 3.72 mmol) in dry DMF (4 mL) was added
TBSCl (0.283 g, 1.88 mmol) at room temperature and the mixture
was stirred for 16 h. The reaction mixture was diluted with
water (3 mL) and extracted with diethyl ether (2 × 10 mL).
The organic phase was washed with brine (1 × 5 mL), dried
(Na2SO4) and concentrated to afford the crude product. Column
chromatography (9% EtOAc in hexane) of the crude product
afforded 4a (0.53 g, 1.76 mmol, 93%) as a colorless liquid. Ee
96%; [a]20


D
= −8.9 (c 1.0, CHCl3). IR (neat): 1735 cm−1; 1H NMR


(400 MHz, CDCl3): d = 0.06 (s, 6 H), 0.88 (s, 9 H), 0.91 (t, J =
6.7 Hz, 3 H), 1.22–1.34 (m, 4 H), 1.85–2.02 (m, 2 H), 2.16 (s, 3 H),
4.03–4.12 (m, 1 H), 4.88–4.96 (m, 1 H), 5.04 (d, J = 8.5 Hz, 1 H),
5.20 (d, J = 15.4 Hz, 1 H), 5.56–5.75 (m, 1 H); 13C NMR
(75 MHz, CDCl3): d = −4.74, −4.74, 13.90, 17.92, 18.80, 20.80,
25.81, 26.90, 29.90, 37.19, 41.30, 70.92, 74.67, 115.82, 139.48,
170.31; MS (ESI) m/z 300.5 (M+); Anal. Cal. for C16H32O3Si
(300.212): C, 62.18; H, 9.69. Found: C, 62.00; H, 9.85%.


(3R)-[(tert-Butyldimethylsilyl)oxy]-oct-1-en-(5R)-ol (4). Com-
pound 4a (0.45 g, 1.5 mmol) was dissolved in a 0.3 M K2CO3


solution in MeOH (10 mL) and the reaction mixture was stirred
at room temperature for 6 h. After being neutralized with 0.2 M
HCl, the mixture was extracted five times with chloroform. The
organic phase was dried (Na2SO4), the solvent was evaporated and
the residue was chromatographed on SiO2 (EtOAc–hexane 1 : 5) to
give 0.345 g (1.34 mmol, 89%) of 4 as a colorless oil. Ee 96%; [a]20


D
=


−17.9 (c 1.0, CHCl3). IR (neat): 3410 cm−1; 1H NMR (400 MHz,
CDCl3): d = 0.06 (s, 6 H), 0.78 (s, 9 H), 0.93 (t, J = 6.5 Hz, 3 H),
1.20–1.30 (m, 4 H), 1.86–2.00 (m, 2 H), 2.21–2.29 (br s, 1 H),
4.04–4.13 (m, 1 H), 4.19–4.26 (m, 1 H), 5.03 (d, J = 8.5 Hz, 1 H),
5.24 (d, J = 15.6 Hz, 1 H), 5.60–5.75 (m, 1 H); 13C NMR (75 MHz,
CDCl3): d = −4.74, −4.74, 13.98, 17.90, 19.80, 25.80, 26.95, 29.95,
40.25, 41.00, 70.09, 70.99, 115.45, 139.22; MS (ESI) m/z 258.5
(M+); Anal. Cal. for C14H30O2Si (258.202): C, 65.06; H, 11.70.
Found: C, 65.00; H, 11.66%.


(3R)-[(tert-Butyldimethylsilyl)oxy]-1-propyl-pent-4-enyl hex-
(5R)-enoate (13). To a stirred solution of 4 (0.26 g, 1.0 mmol)
in CH2Cl2 (10 mL) was added DCC (0.31 g, 1.5 mmol) followed
by a catalytic amount of DMAP at 0 ◦C. After 5 min, 5-hexenoic
acid (0.172 g, 1.5 mmol) was added and the mixture was stirred
for 17 h at room temperature. Water (10 mL) was added and the
mixture was extracted with CH2Cl2 (20 mL). The layers were
separated, the organic layer was washed successively with 10%
aqueous HCl, saturated NaHCO3 solution and brine. The organic
layer was dried (Na2SO4), the solvent was evaporated and the
residue was purified by chromatography on SiO2 (EtOAc–hexane
1 : 8) to give 0.308 g (0.87 mmol, 86%) of ester 13 as a yellow
oil. Ee 96%; [a]20


D
= +13.6 (c 1.0, CHCl3). IR (neat): 1735 cm−1;


1H NMR (400 MHz, CDCl3): d = 0.09 (s, 6 H), 0.86 (s, 9 H),
0.92 (t, J = 6.6 Hz, 3 H), 1.22–1.34 (m, 4 H), 1.37–1.40 (m, 2 H),
1.45–1.56 (m, 2 H), 1.85–2.01 (m, 2 H), 2.20 (t, J = 7.1 Hz, 2 H),
3.78–3.86 (m, 1 H), 4.23–4.35 (m, 1 H), 5.05 (d, J = 8.6 Hz, 2 H),
5.20 (d, J = 16.0 Hz, 2 H), 5.58–5.71 (m, 2 H); 13C NMR
(75 MHz, CDCl3): d = −4.74, −4.74, 13.90, 17.92, 18.80, 25.80,
26.95, 28.80, 33.74, 34.23, 37.10, 41.25, 70.99, 114.48, 115.45,
129.30, 138.60, 139.22, 159.00, 172.70; MS (ESI) m/z 354.61
(M+); Anal. Cal. for C20H38O3Si (354.259): C, 67.74; H, 10.80.
Found: C, 67.70; H, 11.00%.


(3R)-Hydroxy-1-propyl-pent-4-enyl hex-(5R)-enoate (14). To a
solution of 13 (0.25 g, 0.71 mmol) in THF (8 mL), TBAF (1.3 mL,
1.26 mmol, 1 M in THF) was added at 0 ◦C. After stirring for
3 h at ambient temperature, the mixture was quenched with water
(2 mL) and extracted with ethyl acetate (2 × 10 mL). The combined
organic phase was dried (Na2SO4), the solvent was evaporated and
the residue was chromatographed on SiO2 (EtOAc–hexane 1 : 6)
to give 0.119 g (0.53 mmol, 75%) of 14 as a viscous liquid. Ee 96%;
[a]20


D
= +6.6 (c 1.0, CHCl3). IR (neat): 3410, 1730 cm−1; 1H NMR


(400 MHz, CDCl3): d = 0.90 (t, J = 7.4 Hz, 3 H), 1.23–1.37 (m,
2 H), 1.50–1.92 (m, 6 H), 2.06 (q, J = 6.8 & 12.4 Hz, 2 H), 2.28 (t,
J = 7.2, 2 H), 2.48 (br s, 1 H), 4.13 (q, J = 6.5 & 12.4 Hz, 1 H), 4.88–
5.24 (m, 5 H), 5.64–5.90 (m, 2 H); 13C NMR (75 MHz, CDCl3):
d = 13.99, 18.80, 28.80, 33.70, 34.20, 37.30, 41.00, 71.99, 74.27,
114.82, 115.48, 136.60, 141.48, 170.70; MS (ESI) m/z 226.3 (M+);
Anal. Cal. for C14H24O3 (226.157): C, 69.96; H, 10.06. Found: C,
69.52; H, 9.67%.


(7R,9R)-7-Hydroxy-9-propyl-5-nonen-9-olide (1). A mixture
of 14 (91 mg, 0.40 mmol) in anhydrous CH2Cl2 (10 mL) and
Grubbs second generation catalyst (15 mg, 0.003 mmol) was
degassed with N2 for 15 min, and refluxed for 16 h. The solvent
was evaporated to leave a dark brown residue. The crude product
was purified by preparative TLC (EtOAc–hexane 1 : 7) to give
analytically pure Herbarumin III (1) as a gum (46 mg, 0.22 mmol,
55%). Ee 96%; [a]20


D
= +17.6 (c 0.7, EtOH). IR (neat): 3430 (br),


1726 cm−1; 1H NMR (400 MHz, CDCl3): d = 0.92 (t, J = 7.6 Hz,
3 H), 1.23–1.33 (m, 2 H), 1.42–1.53 (m, 2 H), 1.54 (dd, J = 13.8
& 8.6 Hz, 1 H), 1.67–1.77 (m, 1 H), 1.79–1.82 (m, 1 H), 1.84–1.93
(m, 1 H), 1.96–1.98 (m, 1 H), 2.00–2.04 (m, 1 H), 2.06–2.12 (m,
1 H), 2.28 (dd, J = 6.1 & 13.0 Hz, 1 H), 2.37–2.42 (m, 1 H),
4.43 (t, J = 2.5 Hz, 1 H), 5.26–5.38 (m, 1 H), 5.42–5.49 (m, 1 H),
5.68 (d, J = 16.5 Hz, 1 H); 13C NMR (75 MHz, CDCl3): d =
13.80, 18.70, 26.30, 33.90, 34.80, 37.60, 40.30, 67.55, 68.48, 124.70,
134.60, 176.70; MS (ESI) m/z 212.2 (M+); Anal. Cal. for C12H20O3


(212.112): C, 67.89; H, 9.50. Found: C, 67.62; H, 9.78%.
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Lignin is believed to be synthesized by oxidative coupling of 4-hydroxyphenylpropanoids. In native
lignin there are some types of reduced structures that cannot be explained solely by oxidative coupling.
In the present work we showed via biomimetic model experiments that nicotinamide adenine
dinucleotide (NADH), in an uncatalyzed process, reduced a b-aryl ether quinone methide to its benzyl
derivative. A number of other biologically significant reductants, including the enzyme cellobiose
dehydrogenase, failed to produce the reduced structures. Synthetic dehydrogenation polymers of
coniferyl alcohol synthesized (under oxidative conditions) in the presence of the reductant NADH
produced the same kind of reduced structures as in the model experiment, demonstrating that oxidative
and reductive processes can occur in the same environment, and that reduction of the in situ-generated
quinone methides was sufficiently competitive with water addition. In situ reduction of b–b-quinone
methides was not achieved in this study. The origin of racemic benzyl structures in lignins therefore
remains unknown, but the potential for simple chemical reduction is demonstrated here.


Introduction


The cell walls of mature secondary xylem cells in woody plants are
generally strong, stiff, relatively resistant to microbial degradation,
and have low water absorbing capacity. These properties are
necessary for fulfilling the functions of water conductivity and
mechanical support of various types of wood cells, as tracheids,
vessels and libriform fibers. Plants have developed a composite
type material suitable for these functions consisting mainly of
cellulose, a b-1,4-homoglucan, hemicelluloses, a group of often
branched heteropolysaccharides, and lignin, a racemic, branched
phenylpropanoid polymer. The woody cell walls also contain
smaller amounts of proteins, extractives (various types of low
molecular mass organic compounds), and inorganic materials.2,3


The cellulose chains form crystalline bundles, fibrils, that function
as enforcing fibers, while hemicelluloses and lignin play the
role of a flexible connecting plastic.3,4 The biosynthesis of this
composite is complex: cellulose is synthesized directly outside the
cell-membrane by complexes of membrane proteins that create
a cellulose fibril consisting of about 64 or more chains,3 while
hemicelluloses are synthesized in the Golgi apparatus, excreted
to the cell wall through budding of Golgi vesicles, and thereafter
precipitated.5 As for cellulose biosynthesis, hemicellulose
polymerization is thermodynamically-driven by a coupled
hydrolysis of nucleotide triphosphates.6,7 Lignin, on the other
hand, is believed to be synthesized from its monomers, primarily
the three monolignols (Fig. 1a), in situ into a gel consisting
of mainly cellulose and hemicellulose. According to a widely
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Fig. 1 (a) Monolignols (the lignin monomers) and (b) the major
structures in lignins.
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Scheme 1 Mechanism for formation of a covalent bond, the b-O-4′-bond, in lignins. In the last structure, the nomenclature for inter-monomer bonds
in lignins is explained; the aliphatic side-chain carbons are denoted a, b and c with a being the benzylic position, i.e. closest to the aromatic ring. The
carbons in the aromatic ring are numbered with ‘1’ for the carbon connected to the aliphatic carbon chain. MG is coniferyl alcohol, PG is a guaiacyl
end-group on the lignin polymer and (P + 1)G is the coupling product of coniferyl alcohol to the polymer.


accepted model originally presented by Freudenberg and
Neish,8 this takes place by an uncatalyzed radical coupling of
resonance-stabilized monolignol radicals and phenolic radicals
on the lignin polymer, followed by nucleophilic additions to
the quinone methide intermediates, as explained in Scheme 1.
Aromatization of b-ether quinone methides, usually via water
addition, yields b-aryl ethers A (Fig. 1b). Covalent bonds (ethers
and esters) between lignin and polysaccharide can form if
quinone intermediates are trapped by polysaccharide hydroxy
groups.9–11 Phenolic or aliphatic hydroxy groups on the lignin
itself can also perform the nucleophilic attack creating intra-lignin
ethers in phenylcoumaran (b-5′-coupled) units B and in resinol
(b–b′coupled) units C.8 The phenolic radicals are probably
generated either directly by an enzyme such as peroxidase,12–14 or
possibly indirectly via a redox shuttle of some kind.15,16


Although the Freudenberg model explains the large majority of
lignin structures, a number of structures that cannot be explained
by this chemistry alone have long been noted in lignins, including
the reduced lignin structures1,17 described in Fig. 2. Reduced b–
b′-structures are especially interesting, since they are routinely
observed in softwood lignins by NMR,1,18 and by degradative
methods.19 There is some evidence that the common type of b–
b′-structure, i.e. pinoresinol units C (Fig. 1 and Scheme 1 for a


Fig. 2 Reduced lignin sub-structures that cannot be directly explained by
radical coupling reactions and nucleophilic attack, according to Scheme 1.


nomenclature explanation of lignin bonds), is frequently 5-linked
in the structure of lignin, whereas the reduced b–b′-structures
normally seem to be simply etherified (i.e. by b-O-4-bonds ).1


A possible explanation for the presence of reduced structures
in native lignins is that the quinone methide intermediate formed
during lignin biopolymerization is, in some way, two-electron re-
duced (Scheme 2), instead of being subject to a nucleophilic attack
by a hydroxy group. Although enzyme-driven reductions could
possibly explain reduced structures in lignin, secoisolariciresinol
products released from lignins (by methods shown to not scramble
the b–b′-stereochemistry) have been shown to be racemic.18 ‡
There is a number of potential reducing agents synthesized by
living organisms that could potentially reduce quinone methide
structures, generated during lignification, in uncatalyzed reactions.
In this work we study and discuss the formation of the reduced
lignin structures based on results of model experiments and
synthetic dehydrogenation polymers.


Scheme 2 Reduced structures can be created by two-electron reduction
of quinone methide intermediates.


Results and discussion


We tested four low molecular mass reducing agents produced by
living cells for their abilities to reduce a model compound for the
b-ether quinone methide intermediate in lignin biopolymerization:
nicotinamide adenine dinucleotide (NADH), reduced glutathione,


‡ Note that in this reference, as detailed recently,16 the DFRC prod-
uct of secoisolariciresinol units was originally incorrectly attributed to
pinoresinol units.
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both being common reducing agents produced in virtually all
living cells,20 ascorbic acid, known as a redox buffer agent in
plant cell walls,21 and a-ketoglutaric acid, intermediate in the citric
acid cycle. Furthermore, the extracellular enzyme cellobiose dehy-
drogenase (CDH), that carries both flavin and heme prosthetic
groups,22 known to have a broad specificity for reducing various
compounds including quinones, was included in the screen as an
example of a reducing enzyme. Sodium borohydride was used as
a positive control reducing agent.


Reduction of the b-ether quinone methide model was achieved
using NADH or NaBH4, but with none of the other reducing
agents tested, including the enzyme CDH. The treated model
compound was analyzed by GC–MS. The gas chromatogram of
the sodium borohydride-treated sample displayed a single peak.
An equivalent peak was found in the chromatogram of the NADH-
treated sample (peak labeled with 2, Fig. 3). In each case the
peak exhibited a mass spectrum corresponding to the silylated
reduced model compound 2 (Scheme 3). To confirm the identity
of the product, three NMR experiments (1H, 13C-DEPT-135 and
2-D HSQC) were run on the sodium borohydride-treated sample.
DEPT-135 spectra confirmed that the a-carbon was a methylene
group by its inversion, like the c-carbon, relative to the methoxy,
b- and aromatic C–Hs.


Fig. 3 GC chromatogram of the silylated products of the quinone methide
reduction with NADH. Peaks are labeled with their structures from
Scheme 3; 1 is guaiacylglycerol-b-guaiacyl ether, 3a and 3b are the two
isomers of the ethanol addition product, and 2 is the reduced quinone
methide.


Synthetic dehydrogenation polymers (DHPs) were prepared in
the presence NADH to test the reducing capabilities of NADH
in an oxidizing environment such as that involved in lignin
polymerization. The interest here was to determine if oxidation
(radical generation from the phenol) and reduction could proceed
in the same reaction medium. Even though conventional dehydro-
genation polymers differ in unit proportions from isolated lignins,
as reviewed,19 they reproduce essentially all of the known inter-unit
linkages, and derive from the same chemical steps to achieve poly-
merization: oxidation of monolignols/oligomer, radical–radical
coupling forming a quinone methide intermediate which is finally


Scheme 3 Model compound guaiacylglycerol-b-guaiacyl ether 1 is con-
verted to a quinone methide by a two-step reaction and then exposed to a
reductant in the presence of ethanol to give the benzyl compound 2 along
with ethanol addition product 3 (as a mixture of isomers).


attacked by some intra- or extra-molecular nucleophile. In this
work, HSQC spectra of the DHPs showed the presence of b-aryl
ether A, phenylcoumaran B, resinol C, and a,b-diaryl ether A2
structures (Fig. 4) which are common in conventional DHPs.10,23


Furthermore, reduced b-ether structures AR (Fig. 4) of the same
type as compound 2 (Scheme 3) were observed from DHPs made
in the presence of NADH. The diagnostic coupling network
is elegantly revealed by HSQC-TOCSY experiments (Fig. 5).
Disappointingly, secoisolariciresinol units CR (Figs. 2 and 4)
were not observed, nor were dihydroconiferyl alcohol (X5, Fig. 2)
moieties found.


Biological significance


The results in this work demonstrate that it might be possi-
ble to obtain lignin-reduced structures in uncatalyzed protein-
independent reactions using a biologically significant reductant
such as NADH. Whether it is this compound that in vivo is
responsible for the reduction, a similar compound, or an enzyme
system, is not known. The inability of CDH to reduce the quinone
methide here does not imply that there are no other enzymes
that can catalyze the reaction. The present results show that
direct involvement of enzymes may not be necessary to clarify
the occurrence of these lignin structures. The detection of reduced
b-aryl ether units AR, at substantial levels (ca. 48% of the b-
ethers) in the synthesized lignins, indicates that NADH was
able to trap and reduce the b-aryl ether quinone methide in an
oxidative radical–radical polymerization system. NADH was not,
however, able to produce reduced b–b′-structures in detectable
amounts, so conditions and/or reductants for such a process
remain elusive. Presumably the reduction of the a-carbon of
a b-aryl ether quinone methide competes with a nucleophilic
attack by an external nucleophile (water or a phenol), whereas
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Fig. 4 HSQC spectra of a DHP synthesized in the presence of NADH.
A corresponds to b-aryl ether, A2 to a,b-diaryl ether, AR to reduced
b-aryl ether, B to phenylcoumaran, C to resinol, X1 to coniferyl alcohol
end-groups. CR and X5 correspond to secoisolariciresinol (reduced
b–b′) units and dihydroconiferyl alcohol end-groups, with their expected
correlations according to data from Zhang et al.1


the b–b′- or b-5′-quinone methides have intramolecular hydroxy
groups out-competing the attack on the a-carbon. Since we
observed resinol and phenylcoumaran structures in the DHPs,
NADH was apparently not effective in competing against the fast
intramolecular reactions in the polymerization process under these
conditions.


So far, reduced structures have only been discovered in end-
groups X5 and in b–b′ CR units in natural lignins.1,17,24,25 Un-
fortunately, in this work we have not detected any reduced b–
b′-structures CR, but succeeded in producing reduced b-O-4′-
structures AR. Whether this is due to limitations in the detection
methods or, more probably, to a difference in the structure and the
polymerization environment between lignin and DHPs cannot be
definitively confirmed. DHP systems are known to be sensitive
to polymerization conditions.26 If the latter explanation is the
case, then there must be some kind of mechanism directing
the reducing effect towards b–b′-units in lignin polymerization.
Enzymatic catalysis remains possible, but other options such as
low molecular weight catalysts, or unusual conditions during the


Fig. 5 HSQC-TOCSY of a DHP synthesized in the presence of
NADH. The dashed lines represent the proton–carbon correlations on
the propanoid chain of the reduced b-aryl ether structure AR (cf. 2 in
Scheme 3).


reduction, remain to be eliminated. One possibility is that the
conditions during part of the natural biosynthesis of lignin in
some way give more long-lived b–b′-quinone methides than in our
in vitro experiments.


A reduction of a quinone methide with NADH costs the
plant three ATP equivalents of energy.27 It is therefore logical
to question the reason for reduced structures in lignins unless
they are simply to be attributed to the results of coincidental
side-reactions. In an earlier work1 it was shown that the reduced
b–b′-units seemed to have been created as dimers, i.e. according
to bulk polymerization. Thus, it might be possible that under
some period in the cell wall synthesis, high biochemical activity
includes the presence of reducing agents in concert with fast lignin
polymerization leading to bulk polymerization and reduction of
quinone methides, whereas under other periods, reducing agents
are absent and the lignification rate is slower, giving an end-wise
polymerization. A lignin polymer with reduced structures would
have different properties than ‘normal’ lignins, such as higher
hydrophobicity and a lower propensity for hydrogen bonding or
formation of covalent bonds to polysaccharides through a-ethers
and a-esters. Additionally, a higher flexibility of the b–b′-bonds
would be expected due to the absence of the tetrahydrofuran ring
structures. Therefore, reduction might be the way for the plant to
manipulate the properties of some of its lignin.


Conclusion


The reduction of a b-aryl ether quinone methide model compound
was achieved by non-enzymatic catalysis using the biologically
significant reducing agent, NADH. Moreover, synthetic lignins
(DHPs) synthesized in the presence of NADH produced anal-
ogous reduced structures, indicating that reduction of quinone
methides can be achieved by biological reductants present in
the oxidative environment of lignin polymerization. We have so
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far failed to demonstrate enzyme-free reduction of b–b′-quinone
methides. The origin of racemic benzyl structures occurring in
lignins therefore remains unknown, but we have been able to
demonstrate the potential for simple chemical reduction as a part
of the Freudenberg oxidative model for lignin biosynthesis.


Experimental


Materials


Guaiacylglycerol-b-guaiacyl ether was purchased from TCI Eu-
rope NV, Zwijndrecht, Belgium, L-glutathione (reduced form),
a-ketoglutaric acid, b-nicotinamide adenine dinucleotide re-
duced disodium salt (NADH), N,O-bis(trimethylsilyl) trifluo-
roacetamide (BSTFA), D-(+)-cellobiose, horseradish peroxidase
(HRP) type VI and coniferaldehyde were purchased from Sigma-
Aldrich Sweden AB, Stockholm, Sweden. Bromotrimethylsilane
(TMSBr) and L-(+)-ascorbic acid were from E. Merck AB,
Sweden. Cellobiose dehydrogenase (CDH) was a kind gift from
Gunnar Johansson at the Department of Biochemistry, Univer-
sity of Uppsala, Sweden, and was purified from Phanerochaete
chrysosporium according to Henriksson et al.28 All other chemicals
were of analytical grade. Ultrafiltration units (for centrifugation)
Nanosep 10 K were from Pall Corporation, New York.


Quinone methide reduction


Guaiacylglycerol-b-guaiacyl ether [1-(4-hydroxy-3-methoxyphe-
nyl)-2-(2-methoxyphenoxy)-propane-1,3-diol] 1 (Scheme 3) was
used to prepare the quinone methide via the benzylic bromide
generated via TMSBr.29,30 Dichloromethane was evaporated at
high vacuum on ice and the quinone methide dissolved in 99.5%
ethanol and kept on ice. The reducing agent was dissolved in
potassium phthalate buffer (50 mM, pH 5) and the quinone
methide was slowly added to the buffer. The final reaction mixture
contained 10% ethanol and the ratio of quinone methide to
reducing agent was 1 : 10. The reaction was stirred overnight
at room temperature under nitrogen. The mixture was extracted
twice with dichloromethane, and dried with Na2SO4. The solvent
was evaporated and the crude product was silylated with BSTFA
for 1 h, as described elsewhere.31 When testing the enzyme
CDH, 0.13 ml of the enzyme solution (10.9 lM) and 6 mg
D-cellobiose (co-factor) were dissolved in potassium phthalate
buffer prior to quinone methide addition. After the reaction,
the enzyme was separated from the mixture by centrifugation
in ultrafiltration units and the filtrate extracted and dried as
previously described.


A reference sample of compound 2 was prepared by reduc-
ing the quinone methide model with NaBH4.32,33 The quinone
methide was prepared as described previously, dissolved in
dichloromethane and stirred with aqueous NaBH4 until the pale
yellow color disappeared. The organic phase was separated, dried
with Na2SO4 and evaporated. For GC–MS, the crude product was
silylated as described previously.


Synthesis of dehydrogenation polymers (DHPs) under reductive
conditions


Coniferyl alcohol was obtained from the reduction of coniferalde-
hyde with NaBH4.34 Coniferyl alcohol (200 mg) were dissolved in


acetone (10 ml) and mixed together with potassium phosphate
buffer (90 ml, 25 mM, pH 6.0) containing NADH (310 mg)
and HRP (580 units). The pH was chosen according to the
activity pH range of the peroxidase, and following similar DHP
synthesis systems in the literature.26 A hydrogen peroxide solution
(29 mM, 100 ml) was added at a rate of 6 ml h−1 into the
coniferyl alcohol/HRP/NADH solution. The reaction was stirred
for a total of 22 h at room temperature. Then, the suspended
polymerisate was centrifuged at 5700 rpm for 10 min and the
pellet washed twice, resuspended in ultrapure water and freeze-
dried and washed with dichloromethane for one hour to extract
low molecular weight DHP compounds. The product obtained was
a light-brown powder that was subsequently prepared for NMR
analysis.


Gas chromatography–mass spectrometry (GC–MS) and nuclear
magnetic resonance (NMR)


The GC/MS instrument was from Thermo Finnigan Trace GC–
MS, 2000 series. The column used was RTX 5MS (30 m, 0.32 mm,
0.25 lm). The silylated products of the quinone methide reduction
were analyzed with a carrier gas flow of 0.5 ml min−1, an initial
temperature of 120 ◦C, a ramp rate of 5.0 ◦C min−1 until 200 ◦C,
and then a rate of 4 ◦C min−1 until 280 ◦C and held there for
30 min. The MS ionization method used was electron impact
operating at 70 eV. For the NMR analyses from the quinone
methide model experiments, the unmodified reference sample was
dissolved in CDCl3. From the DHP experiment the unmodified
product was dissolved in acetone-d6–D2O (3 : 1). All NMR
experiments were run on a Bruker Avance 400 MHz instrument.
2-D NMR experiments were performed with a proton–carbon-
selective inverse probe equipped with a Z-gradient coil. Standard
Bruker pulse programs were used in all experiments. Pulse lengths
of the NMR probes were carefully calibrated and optimum
tuning and matching as well as shimming of the NMR probe
was performed with each run. The 2-D HSQC spectrum (pulse
program ‘hsqcetgpsi’) was acquired with a spectral window of
12.8 ppm in F2 and 150 ppm in F1 with 512 increments of 2 K
points each, giving an acquisition time of 0.2 s in F2. Other
parameters for data acquisition included: a delay time of 2 s,
an average assumed coupling constant of 150 Hz, 32 scans per
increment. The 2-D HSQC-TOCSY spectrum (pulse program
‘hsqcetgpml’) was acquired with a delay time of 1.3 s, a mixing
time of 60 ms and 128 scans per increment. Other acquisition
parameters were similar to those of the HSQC experiment. The
spectral centre was set at 5.3 ppm in the 1H dimension and at
91 ppm in the 13C dimension. The acquired 2-D NMR data sets
were processed with 2 K × 1 K data points for the HSQC and
HSQC-TOCSY spectra, using the p/2-shifted sine-bell window
functions in both dimensions.


Compound 2, 4-[3-hydroxy-2-(2-methoxyphenoxy)-propyl]-2-
methoxyphenol (Scheme 3). 1H NMR (400 MHz; CDCl3): d 2.87–
3.09 (a-CH2), 2.97 (c-OH), 3.60–3.68 (c-CH2), 3.85–3.89 (OCH3),
4.20–4.26 (b-CH), 5.52 (phenolic H), 6.75–7.03 (aromatic H). 13C
NMR (in CDCl3): d 37.52 (a-CH2), 55.86 and 55.96 (2 OCH3),
63.61 (c-CH2), 85.32 (b-CH), 112.14–123.51 (aromatic-C). MS
(m/z) silylated: 448 (M+, 1%), 324 (2%), 293 (2%), 209 (100%),
179 (12%), 166 (12%), 103 (5%), 73 (72%).
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Compounds 3 (a and b), syn- and anti-4-[1-ethoxy-3-hydroxy-
2-(2-methoxyphenoxy)-propyl]-2-methoxyphenol (Scheme 3). MS
(m/z) silylated: 492 (M+, <1%), 323 (1%), 293 (1%), 253 (100%),
225 (6%), 209 (5%), 181 (7%), 166 (22%), 103 (6%), 73 (62%).


Reduced b-O-4′-structure, AR, from DHP experiment (2-D NMR
spectra, Fig. 4). 1H NMR (acetone-d6–D2O 3 : 1; 400 MHz): d
2.91 (a-CH2), 3.62 (c-CH2), 3.75 (OCH3), 4.45 (b-CH), 6.70–6.99
(aromatic H). 13C NMR (in acetone-d6–D2O 3 : 1): d 36.22 (a-
CH2), 55.51 (OCH3), 62.22 (c-CH2), 80.91 (b-CH), 108.50–121.76
(aromatic-C).
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29 G. Brunow, J. Sipilä and T. Mäkelä, Holzforschung, 1989, 43, 55–59.
30 J. Ralph and R. A. Young, J. Wood Chem. Technol., 1983, 3, 161–


181.
31 C. Lapierre, B. Pollet, B. Monties and C. Rolando, Holzforschung, 1991,


45, 61–68.
32 B. Johansson and G. E. Miksche, Acta Chem. Scand., 1972, 26, 289–


308.
33 J. Ralph, Reactions of lignin model quinone methides and NMR studies of


lignins, University Microfilms #DA 82-26987, Uniersity of Wisconsin-
Madison, 1982.


34 F. H. Ludley and J. Ralph, J. Agric. Food Chem., 1996, 44, 2942–2943.


This journal is © The Royal Society of Chemistry 2006 Org. Biomol. Chem., 2006, 4, 3456–3461 | 3461








PAPER www.rsc.org/obc | Organic & Biomolecular Chemistry


Single-chain antibodies against DNA aptamers for use as adapter molecules
on DNA tile arrays in nanoscale materials organization†


Hanying Li,a Thomas H. LaBean*b and Daniel J. Kenan*a


Received 5th May 2006, Accepted 30th June 2006
First published as an Advance Article on the web 28th July 2006
DOI: 10.1039/b606391h


Complex DNA nanostructures have been developed as structural components for the construction of
nanoscale objects. Recent advances have enabled self-assembly of organized DNA nanolattices and
their use in patterning functional bio-macromolecules and other nanomaterials. Adapter molecules that
bind specifically to both DNA lattices and nanomaterials would be useful components in a molecular
construction kit for patterned nanodevices. Herein we describe the selection from phage display
libraries of single-chain antibodies (scFv) for binding to a specific DNA aptamer and their development
as adapter molecules for nanoscale construction. We demonstrate the decoration of various DNA tile
structures with aptamers and show binding of the selected single-chain antibody as well as the
self-assembly of mixed DNA–protein biomolecular lattices.


Introduction


Nanoscale patterning of molecular machinery is a common theme
in nature, seen in a diversity of examples from the arrangement
of oxidative phosphorylation enzymes on the inner mitochondrial
membrane to the molecular motors that comprise skeletal muscles.
In these cases, precise positioning of individual molecules within
an assemblage relates to the function of the overall complex.
The functional molecular complexes observed in nature are self-
assembled by bottom-up construction via molecular recognition
interactions.


Self-assembly is a fundamental phenomenon that generates
structural organization on all length scales. It is also regarded
as one of the key approaches for building artificial nanostructures
and organizing nanodevices. Yet compared to the traditional top-
down lithographic methods, our current control and understand-
ing of self-assembly is quite limited. There is currently a great
need to develop modular systems for bottom-up self-assembly
using molecular building blocks.


Recent years have witnessed a substantial increase in the
use of DNA as a smart material to construct nano-patterned
structures.1–7 The diversity of materials that can be chemically
attached to DNA and the possibility of providing precise spatial
positioning considerably enhances the attractiveness of DNA
for nanoscale self-assembly. The emerging field of DNA nan-
otechnology has begun to explore DNA-programmed processes
for the assembly of organic compounds, biomolecules and in-
organic materials.8–16 Previously in our lab, we demonstrated
DNA-templated organization of protein molecules via biotin–
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streptavidin affinity17,18 and by binding of the coagulation protein
thrombin to DNA aptamers on DNA tile arrays.19 Yet for both of
these approaches, only single protein targets can be displayed. In
order to achieve site-specific display of any protein of interest, we
propose to use universal modular adapter molecules that can bind
down to the DNA lattices and up to the nanomaterials we wish to
pattern. Here, recombinant single chain antibodies are developed
for use as adaptor molecules.


Single-chain antibodies or single-chain variable fragments
(scFv) are fusions of variable regions from one heavy chain and
one light chain of an immunoglobulin protein molecule.20 Despite
the removal of the constant regions and the introduction of a linker
peptide, this chimeric molecule still retains the specificity of the
original immunoglobulin. Due to their relatively small size and full
functionality, they have been extensively studied and utilized for
molecular detection assays, imaging and therapeutic purposes.21


A variety of scFvs have been identified as binders for different
targets through phage-based selection (reviewed in ref. 21).


In phage display, peptides or protein domains are cloned as
fusions to the coat proteins of M13 phage. M13 is a filamentous
bacteriophage composed of single stranded DNA encapsulated in
a shell of approximately 2700 copies of the major coat protein
pVIII, and capped with about 5 copies of each minor coat protein
(pIII, pVI, pVII, and pIX) on the ends (Fig. 1B).22 The genes
encoding the scFv can be cloned into the phage genome and
expressed as fusions to the pIII proteins on the phage coat.23


Specific scFv clones and their associated phage can be selected
from a large pool of variants by affinity purification using an ap-
propriate binding and collection strategy. While weakly interacting
phage are removed by washing, strongly bound phage are retained
and can be subsequently amplified by passage through a bacterial
host.24,25 Sequential rounds of selection and amplification lead to
the enrichment of clones with the highest affinity for the target
ligand. Because large numbers of protein variants can be tested
simultaneously during phage display selection, it has been used
to study a variety of protein–protein and protein–nucleic acid
interactions involving complicated networks of intermolecular
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Fig. 1 Schematic depictions of an aptamer and an scFv phage. (A) Target
DNA aptamer sequence and secondary structure showing the site of biotin
functionalization for oligonucleotides used in selections. (B) Phage coat
proteins and the site of single-chain antibody (scFv) attachment for the
scFv phage display system.


contacts, such as DNA binding by TFIIIA-type zinc fingers26 and
by HIV-1 Tat protein.27


Here we extend this approach showing that combinatorial
phage-displayed scFv libraries can be used to derive scFvs that
can bind to a synthetic DNA sequence created solely for the
purpose of protein docking. We further report the first assembly
of scFv particles on three different structural templates which
are constructed from self-assembled DNA tiles. We show that the
periodicity and inter-particle spacing of the displayed scFv can be
precisely controlled through variation of the DNA tile dimensions.
We also discuss the future use of scFv antibodies and bifunctional
diabodies as components for nano-construction kits.


Results and discussion


Phage-based scFv selection against a DNA aptamer target


Our laboratory has previously constructed and validated a number
of M13 phage displayed scFv libraries (manuscripts in prepa-
ration). These libraries are typically generated by combinatorial
reassortment of heavy and light chain variable domains derived
by reverse transcription PCR of mRNA isolated from antibody
producing cells from immunized animals.28,29 Thus, the resulting
libraries comprise a small fraction of recombinant clones that
are reactive against the immunogen(s) that were used to elicit
an immune response (the “specific” component) and a much
larger fraction of clones that do not recognize the eliciting
immunogen(s) (collectively comprising the “naı̈ve” component of
the library). The naı̈ve component represents a population of novel
antibodies that, if sufficiently large, will by chance contain clones
that bind almost any molecule. This property of naı̈ve antibody
phage display libraries is particularly useful in the derivation of
antibodies against molecules that are poor immunogens, such as
nucleic acids.


Development of a nano-toolbox is supported by the derivation
of a number of scFv–aptamer pairs that can be used to decorate
proteins at precise positions on a DNA nano-array. In principle,
development can proceed in two ways: first, existing antibody
clones can be used as targets for screening nucleic acid aptamer
libraries. Such an approach has been used previously to isolate


RNA aptamers that recognize specific polyclonal and monoclonal
antibodies directed against peptidic epitopes.30–38 Alternatively, a
given nucleic acid stem loop structure may be used as a target
for screening scFv libraries. In contrast to RNA aptamers, which
are easily prepared on a library scale as single stranded molecules
by T7 RNA polymerase transcription, DNA aptamers require
additional strand-separation steps to generate single stranded
molecules. Therefore, we chose the alternative strategy of using
an engineered DNA stem loop “aptamer” as a target for screening
our scFv phage display libraries.


The experiments described herein utilized a DNA hairpin struc-
ture with 22 nucleotides (GGATCCTGGTGGAGCAGGATCC),
which is predicted to form a stem with 8 base-pairs and a loop
region containing 6 nucleotides (Fig. 1A). For phage selection, the
DNA was biotinylated at the 5′ end, immobilized on streptavidin
magnetic beads and then incubated with several scFv libraries
in which each recombinant antibody fragment is displayed as
a capsid protein fusion on the surface of a rescued phage
particle. Phage particles displaying scFvs specific for the target
DNA remain attached to the DNA–streptavidin beads and can
be recovered from the solution by magnetic separation. Bound
phage were recovered by direct infection of Escherichia coli cells,
then amplified in the presence of selective media and rescued
by superinfection with helper phage M13K07 (New England
Biolabs). Rescued phage populations were used as input in the
next round of selection. A total of four rounds of selection were
carried out. Rescued phage particles obtained after each round
of panning were then tested in a polyclonal phage enzyme-linked
immunosorbent assay (ELISA) to determine whether enrichment
for binders had taken place with each successive selection step.
As Fig. 2A left panel shows, significant enrichment for aptamer-
binding clones occurred by round 3 of screening. These data also
show no appreciable enrichment for clones that bind the milk
proteins used in the blocking solution, indicating that the selection
was specific for the aptamer molecule.


Rescued phage particles obtained after selection rounds 3 and
4 showed an increase in ELISA signals with serial dilution of
the phage particles, further indicating that this was a dose-
dependent, target-specific reaction (data not shown). No reactivity
with unrelated antigens was discernible, indicating that improved
binding to the target with each round of panning was due to
specific enrichment and not caused by an increase in “stickiness”
or phage titer.


Individual phage clones from these two pools were further
characterized (Fig. 2B right panel). Using an ELISA absorbance
of greater than 3 times the control signal as the criterion for
binding, four clones were found to be DNA target-specific from
eighty clones picked at random after selection round 3. After round
4, 26 out of 40 selected clones were DNA target specific. DNA
fingerprinting demonstrated that four different scFv sequences
were represented in the four positive round 3 clones, and 2 different
scFv sequences were represented in the 26 positive round 4 clones
(data not shown). The decrease in clonal diversity is commonly
seen during increasing cycles of selection and likely reflects the
enrichment of the most “successful” clones. However, success in
phage enrichment does not necessarily reflect binding affinity;
therefore, the increased diversity of clones in round 3 provides
a richer source of clones with potential for useful properties of
aptamer binding.
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Fig. 2 Iterative selection for antibody/phage clones against target DNA aptamer. (Left) ELISA results for phage pools from each of four rounds of
selection (R1–R4) and starting pool (R0) for binding to target DNA. Bound phage were detected with an anti-M13 phage antibody conjugated to
HRP. MPBS data correspond to negative control binding to milk–PBS blanks and control data were obtained by using unmodified M13 phage. (Right)
Results of individual clone-specific binding to target DNA aptamer. Only clones with positive results are shown (out of a total of 80 clones from round 3
and 40 clones from round 4 tested). Clone F4 from round 3 was chosen for production, purification, and further testing.


Several positive single clones from selection rounds 3 and 4
were analyzed via ELISA with serial dilution, confirming that
binding was specific and occurred in a dose-dependent fashion
(data not shown). In addition, scFv clone F4 was expressed and
purified using the RPAS purification module (GE-Amersham).
The binding between purified scFv F4 and the DNA target was
validated by ELISA (data not shown), confirming that the purified
recombinant antibody retained specificity for the DNA target.


DNA nanostructure self-assembly


Significant prior work has been published regarding self-
assembled DNA nanostructures.7,39,40 In brief, the process begins
with the chemical synthesis of engineered single stranded DNA
oligonucleotides that, due to specific base-pairing, can further
assemble into branched elements, known as tiles. These DNA
tiles can carry sticky ends that can preferentially match the sticky
ends of other tiles to promote assembly of higher-ordered lattice
structures.


In order to demonstrate the binding between the DNA aptamer
target and the selected scFvs, triple crossover (TX) tiles and 2 ×
2 cross-tile arrays containing the appended DNA aptamer were
prepared. Fig. 3 illustrates the design of the TX tiles and 2 × 2
cross-tile arrays and the modification by the target DNA sequence.
The TX tile shown is similar to previously published versions.4,17 It
consists of seven oligonucleotides hybridized to form three double-
helices lying in a plane and linked by strand exchange at four
immobile crossover points. To template the assembly of selected
scFv molecules, the hairpin loops were modified to incorporate
the specific DNA target sequence. Fig. 3A left panel is a TX tile
containing one target stem loop protruding out of the upper helix
while shown in the right panel is a TX tile with two stem loops
protruding. A linear array of the TX molecules can be obtained by
designing three pairs of sticky ends where their complementarity
is represented by matching color and geometric shape (Fig. 3B).
Once the array forms, the space between neighboring stem loops
remains constant at about 17 nm.


Fig. 3 Schematic drawings of scFv antibodies binding to aptamers
displayed on different DNA nanostructures. (A) TX tile strand trace
diagrams with aptamer on one side (left) or both sides (right) and example
three tile linear assemblies where aptamers are represented as black dots
and scFv protein molecules are shown as yellow circles. (B) Cross-tile
strand trace drawings and schematics of two-tile-by-two-tile (2 × 2) arrays
with aptamers and antibodies as above.


The 2 × 2 array is a small 2-D lattice containing four cross-tile
structures. Each cross tile contains nine strands forming four four-
arm DNA branched-junctions pointing in four directions (north,
south, east, and west in the tile plane). The target DNA aptamer
sequence was incorporated into one of the arm strands of the
A tiles and was displayed as a protruding stem loop (shown as
blue dots in Fig. 3B). The binding of scFv molecules to these
different templates is represented by the presence of yellow circles.
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As confirmed by AFM, the stem loop incorporation has no effect
on the formation of DNA nanostructures or on the stability of the
formed structures (data not shown).


DNA templated scFv display


All the DNA nanostructures were constructed at a concentration
of 1 lM and the concentration of purified scFv F4 was estimated to
be ∼300 lg ml−1, which corresponds to about 10 lM. 1 ll of DNA
sample was incubated together with 1 ll scFv sample in TAE/Mg2+


binding buffer. After >6 hours incubation, the sample was checked
by AFM. Fig. 4A shows an AFM image of a sample containing
only purified scFv, which was randomly distributed on the surface.
Fig. 4B shows an AFM image of the bare TX linear DNA array.
The length of each hairpin loop is about 2.7 nm (8 base pairs) and is
not resolved due to the well-known limitation of lateral resolution
by AFM. However, the binding of a 6 nm scFv to each hairpin
loop dramatically enhances its visibility by AFM. Fig. 4C shows an
AFM image of the TX templated single-layer streptavidin linear
arrays, where only one side in each TX tile was modified with
target DNA. The scFv molecules appeared periodically on one
side of the array. The measured distance between each adjacent
scFv molecule is around 17 nm, matching the designed distance
between adjacent repeating hairpin loops along the linear TX
arrays. Double layer scFv linear arrays were also obtained by
substituting only one strand in the first template to incorporate
DNA hairpin loops on both sides of the linear array (Fig. 3A). The
AFM image in Fig. 4D shows the formation of the double-layer
protein linear array.


Fig. 4 AFM images of the scFv antibodies binding to aptamers on
TX tile linear assemblies. (A) scFv protein alone (0.5 lM) with dimer
and tetramer species visible. (B) Bare TX DNA tile linear assemblies
(1 lM) with one-side aptamer modification. (C) Single layer scFv (white
spots) templated on TX tile arrays with one-side aptamer display.
(D) Double layer scFv templated on TX linear arrays with two-side
aptamer modification.


Interestingly, by varying the concentration of scFv used, several
other binding patterns can also be detected. When DNA is in
excess, cross-linked DNA linear arrays with the scFv molecules
sandwiched inside can be seen (Fig. 5A, B). For double-side modi-
fied TX tiles, formation of multiple parallel arrays is apparent, via
the connection provided by scFv (Fig. 5C, D). A likely explanation
for these higher-order structures is that a significant proportion of
the scFv exist as dimeric or even tetrameric scFv molecules that can
bind two or more DNA aptamer targets on the TX tile surfaces.
Careful AFM examination confirms that the majority of purified
F4 scFvs exist as dimers and tetramers (Fig. 4A). However, due
to steric effects, usually no more than two DNA stem loops can
bind to each multimerized scFv. Based on the same principles, a
variety of binding pattern between the 2 × 2 arrays and the scFv
can be detected, as illustrated in Fig. 6.


Fig. 5 AFM images demonstrating the assembly of mixed component
biomolecular nanolattices with integral protein and DNA structural
members. (A & B) Ladder-like structures formed from TX DNA tile legs
and scFv protein dimer rungs. (C & D) Larger scale DNA–protein lattices
showing some multiple parallel organization.


Overall, we demonstrate for the first time the derivation and
use of aptamer-specific scFvs binding to periodic aptamer sites
placed within self-assembled DNA nanostructures as a robust
platform for grafting user-defined proteins at precise locations
within nanoscale molecular assemblages. The system employs
three components: 1) a rationally designed DNA nanostructure
that can self-assemble into highly ordered spatial lattices by virtue
of specific annealing of complementary sticky ends; 2) a DNA-
docking site containing an aptamer sequence which tethers the
protein of interest to the DNA lattice; and 3) an scFv that
binds specifically to the DNA aptamer. In theory, the phage-
based selection technique should enable the discovery of many
more aptamer–scFv pairs, which will facilitate multiple scFv
display. A further enhancement of the platform will involve protein
engineering, perhaps as scFv fusions or affinity pairs, to enable
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Fig. 6 AFM images of 2 × 2 arrays and scFv antibody binding. (A) Bare 2 × 2 arrays of DNA cross tiles. (B) Single-chain antibodies (white spots)
shown bound to DNA cross-tiles and in dimeric and (C) tetrameric forms shown acting as cross-linkers between different 2 × 2 arrays.


grafting of essentially any effector protein at precise locations
within a nanoscale molecular array.


Conclusions


A synthetic DNA stem loop was used as a target to screen antibody
phage display libraries, from which a series of recombinant
antibody scFvs were derived that showed affinity and specificity
for the DNA target. One of these scFv clones was selected
for expression and purification and was ultimately validated for
binding to the DNA target in the context of multiple DNA
nanostructures. Although antibodies are not generally thought
of as nucleic acid binding proteins, there are several examples in
the literature in which nucleic acid aptamers have been selected
for binding to a given antibody.30–38 Previous aptamer-specific
antibodies were originally raised against protein epitopes, and
the resulting selected aptamers were able to compete with the
original protein epitopes for binding to the antibody, indicating
that they bound to the same or overlapping sites. This is in contrast
to the novel scFvs derived herein, for which no protein epitopes
have been identified. All previous antibody-aptamer pairs were
derived based on screening combinatorial RNA aptamer libraries
for specific aptamers with affinity for an existing antibody. To our
knowledge, the data presented herein represent the first time that
the reverse screen has been performed, in which a DNA aptamer
has been used as a target for panning and screening combinatorial
antibody libraries. The relative ease with which this scFv was
derived suggests that our approach has a high likelihood of success
for deriving scFvs specific for other DNA and RNA structures.


Self-assembly is a process by which higher order structures
form spontaneously through self-interacting surfaces present
on modular building blocks. Self-assembly processes are abun-
dantly known for proteins, nucleic acids, lipids, and synthetic
molecules.41–48 Although natural protein assemblages can be highly
complex, the rules for molecular recognition that control protein
self-assembly are not well understood and cannot be readily
harnessed. This is in contrast to amphiphilic lipids and base-
pairing nucleic acids, for which the rules of self-assembly are
understood sufficiently to support engineering of customized
structures. DNA-based nanostructures in particular have the
advantage of being comprised of fully addressable tile-based
modules that can be precisely engineered to form repetitive or
discreet structures. Given that many nanodevices would ideally


also incorporate protein modules that can act as motors, sensors,
binding sites, and catalysts, the ability to graft proteins onto DNA-
based nanostructures is of tremendous practical advantage. The
technology described herein provides a means of protein-DNA
grafting by development of customized antibody fragments that
bind to defined DNA structures. Different DNA structures can be
precisely displayed at nanoscale resolution, and antibody adaptors
can be developed that can graft proteins onto these different DNA
structures. Thus, the technology enables positioning of a variety
of functional protein modules at user-defined locations across
multiple surfaces of DNA-based nanostructures.


Although the scFv modules developed herein have no intrinsic
mechanical, sensory, or catalytic capabilities, existing protein en-
gineering technologies are sufficiently robust to support coupling
of the scFv modules to active protein moieties. Examples include
recombinant protein fusion, chemical coupling, affinity coupling
(for example, biotin-avidin assembly), and the use of bispecific
diabodies. The latter technology entails the recombinant joining
of two separately derived scFvs to form a single chain dimeric
antibody (diabody) consisting of two different heavy chain and
two different light chain variable fragments.49–51 The advantage
of using diabodies is that most scFvs can be re-engineered in
modular fashion to be incorporated into bispecific diabodies. Such
diabodies would then be able to mediate assembly of a specific
active protein module onto a precise location on a DNA-based
nanostructure. Ongoing work in our laboratory is investigating
the use of bispecific diabodies for protein engraftment.


A strategic advantage of employing protein modules within
DNA-based nanostructures is that the protein modules can be
resupplied or “reprogrammed” by either recombinant or natural
sources at the sites of deployment in blood, cells, or tissues. The
self-assembling scFvs or diabodies could be resupplied by capture
of endogenous proteins, infusion of purified proteins, or by cDNA
encoded proteins produced locally by gene therapy methods. The
resupplied protein modules do not have to be identical to those
originally placed on the graft, but may replace the original protein
modules with new protein modules expressing different functions.
Thus, such nanodevices could conceivably be “reprogrammed”
after deployment to support revised therapeutic goals. We are
currently exploring such strategies to develop nanodevices that
effectively target and regulate biological therapies at sites of
disease, while sparing normal tissues from therapeutic side effects.


In summary, we have described a general approach for
engineering self-assembling protein–DNA nanostructures using
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recombinant antibodies to graft active proteins onto DNA-
based nanodevices. The technology is highly modular and can
be extended to assemble virtually any proteins or therapeutic
molecules. Moreover, a variety of other nanomaterials of interest
could be incorporated into these protein–DNA devices by self-
assembly onto a variety of DNA-based affinity docking sites,
including aptamers and DNA–peptide conjugates. Thus, interfac-
ing biomolecular assemblages with the ever-expanding universe
of chemical nanoparticles can be achieved through a variety
of approaches. As our molecular toolbox continues to develop
and expand, our ability to engineer truly useful biomolecular
nanodevices will continue to advance.


Experimental


Complex design, assembly and characterization


The sequences of the triple crossover and 2 × 2 arrays used here
were designed with the program SEQUIN to minimize the chance
of undesired complementarity and sequence symmetry. Custom
oligonucleotides were purchased from Integrated DNA Technol-
ogy (IDT) and then purified by denaturing PAGE (polyacrylamide
gel electrophoresis). The concentration of each purified strand was
adjusted to 30 lM based on OD260 measurements and DNA tile
complexes were formed by mixing a stoichiometric quantity of
each strand in TAE/Mg2+ (20 mM Tris, 20 mM acetic acid, 2 mM
EDTA, 12.5 mM magnesium acetate) for a final concentration
of 1 lM of each strand. The microfuge tubes containing the
oligonucleotide mixtures were then put in a hot water bath and
cooled slowly from 90 ◦C to 20 ◦C in a Styrofoam box.


Selection of scFv against DNA target


Biotinylated target DNA was synthesized by IDT and was diluted
to a concentration of 50 lM in TAE/Mg2+ buffer. The diluted
DNA was put in a boiling water bath for 3 minutes and then
slowly cooled to room temperature. This annealed product was
stored at −20 ◦C for future application.


The scFv libraries used in this project are based on the
phagemid display vector pCANTAB-5E (GE-Amersham). For
simplicity, the term “phage” is used instead of “phagemid” in the
results section; however it should be noted that all libraries and
virion-encoded scFvs were produced in the context of phagemid
vectors. Fresh phagemids were prepared by growing phagemid-
transformed E. coli TG-1 cells in 2 × YT supplemented with 100
lg/ml ampicillin and 2% glucose at 30 ◦C overnight. Phagemids
were rescued by treating the bacterial suspension with helper
phage followed by incubation and centrifugation. The titer was
determined by plating appropriate dilutions on 2 × YT/AG (100
ug/ml ampicillin plus 2% glucose) plates. Streptavidin coated mag-
netic beads (Dynabeads MyOne Streptavidin, Invitrogen) were
separated from the preservative buffer, washed and resuspended
with 2 × B & W buffer (10 mM Tris, 1 mM EDTA and 2 M NaCl).


For each round of phage-based selection, 10 ll of beads were
first incubated with purified phagemid particles (1012) to pre-clear
any scFvs that have binding affinity for raw beads only. Another
10 ll of beads were incubated with 6 ll of DNA target in PBS
to prepare the panning target. After 30 minutes incubation, beads
complexed with DNA were washed and blocked with 2% milk–


PBS (MPBS) for 1 h. The sample was then incubated with the pre-
cleared phagemid particles for 1 h with medium rocking. After ten
washes with PBS-0.1% Tween and ten washes with PBS, phagemid
particles remaining bound to the DNA target were isolated by
magnetic separation and the bead-phage complexes were used
directly to infect log phase TG-1 cells for amplification. This
procedure was repeated four times to select the scFvs with the
most specific binding. Phagemid pools from the third and fourth
rounds of selection were used to infect TG-1 cells. Subsequent
dilution and plating on 2XYT/AG agar plate allowed individual
colonies harbouring phagemids to grow. Individual phagemids
were rescued and screened for target binding using ELISA.


Binding properties assay by ELISA


Streptavidin-coated microtiter plate wells were coated with bi-
otinylated target (2 ll per well diluted into 50 ll PBS). After
30 minutes incubation, the plate well surface was blocked with
2% milk–PBS for another 1 h at room temperature. Phagemid
suspensions containing 1012 phagemid particles in 2% MPBS were
incubated in the wells for 1 h and then subjected to ten washes
with PBS–0.1% Tween followed by three washes with PBS. Bound
phagemid particles were incubated with peroxidase-conjugated
anti-M13 antibodies (1 : 3000) in 2% MPBS for 1 hour followed
by detection using OPD substrate following the manufacturer’s
instructions (Pierce Inc.). The assay produced a signal at 490 nm
for bound phage particles.


Production and isolation of soluble scFv antibodies


To produce soluble scFv antibodies, the positive clones screened
by ELISA were used to infect cells of the non-suppressing
E. coli strain HB2151. HB2151 cells containing phagemids were
subjected to overnight induction with 1 mM IPTG at 30 ◦C
with shaking at 250 rpm, producing a soluble form of the scFv
antibody fragment, which was secreted into the periplasm. Cells
were pelleted by centrifugation at 1500 g for 20 minutes and
cell pellets were resuspended in TES buffer. After 20% PEG
treatment, soluble scFvs contained in the supernatant were further
purified using a HiTrapTM Anti-E Tag column (RPAS purification
module, GE-Amersham). The concentration of purified scFv was
determined by protein BCA assay (Pierce Inc.).


DNA templated scFv assembly


For TX nanoarray templated single layer scFv displays and 2 ×
2 array templated scFv binding, 1 ll of annealed DNA sample
(1 lM) was incubated with 1 ll purified scFv (10 lM) in 20 ll
TAE/Mg2+ buffer. For multilayer DNA–scFv complexes with scFv
molecules sandwiched in between, the ratio between the DNA
complex and purified scFv was adjusted to larger than 1 : 1. Shown
specifically in Fig. 5, 15 ll of annealed DNA sample (1 lM) was
incubated with 1 ll purified scFv (10 lM) in a total of 20 ll 1 x
TAE/Mg2+ buffer. The solution was incubated overnight at 4 ◦C
before AFM imaging.


AFM Imaging


A 5 lL sample was spotted on freshly cleaved mica (Ted Pella,
Inc.) and left to adsorb to the surface for 3 min. 30 lL TAE/Mg2+
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buffer was then placed onto the mica. DNA interacts with the
mica surface by nonspecific ionic charge attraction. Imaging was
performed under TAE/Mg2+ on a Multimode NanoScope IIIa,
using NP–S tips (Veeco Inc.).
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Motivated by the observation that the Aspergillus nidulans genome bears multiple anthranilic acid
synthase gene copies, the fungal metabolome was reinvestigated under various fermentation conditions,
resulting in the discovery of novel prenylated quinolin-2-one alkaloids, two of which bear
unprecedented terpenoid side chains.


Introduction


Filamentous fungi are known to be producers of a large variety
of natural products, many of which have found application as
important therapeutic agents. Recently, several genomes of fungi
have been sequenced, unveiling the molecular basis for their
diverse metabolic pathways, e.g. in Aspergillus.1 With this valuable
information at hand, it is remarkable that the wealth of potential
biosynthesis genes that can be found in fungal genomes does
not necessarily reflect the complexity of the observed metabolic
profile under standard fermentation conditions. The occurrence
of ‘silent’ or cryptic biosynthesis genes might suggest that a
multitude of potentially useful metabolites still awaits discovery.2


This assumption is in full agreement with the one-strain-many-
compounds (OSMAC) hypothesis of Zeeck and coworkers, ac-
cording to which varying growth conditions can dramatically
influence the metabolite profile of bacteria and fungi.3 Thus,
mixing both genomic data and analytical techniques can be a
powerful approach to the discovery of novel and potentially
bioactive natural products, as has been impressively demonstrated
for actinomycetes4–6 and myxobacteria.7,8 Yet there has been only a
single communication on the discovery of novel fungal metabolites
by a combined genomic and analytical approach.9


Results and discussion


Scanning the publicly available Aspergillus nidulans genome
sequence10 (GenBank) for putative biosynthesis genes revealed
the presence of at least three copies of genes that probably code
for proteins with high similarity to anthranylate synthases (AS).
It is known that these enzymes catalyze the transformation of
chorismate to anthranilic acid, a key building block in the biosyn-
thesis of tryptophane. However, the presence of multiple copies of
putative AS genes prompted us to assume that some of their gene
products might be involved in secondary metabolic pathways. In
fact, anthranilic acid is also known as a precursor of alkaloids,
in particular in the biosynthesis of quinazoline, quinoline and
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acridine alkaloids. Since no such compounds have been reported
for A. nidulans, the metabolic function of the putative AS remains
to be established. The flanking gene regions did not give a hint to an
encoded alkaloid pathway. For this reason, we have reinvestigated
the metabolome of Aspergillus nidulans HKI 0410. A panel of
extracts (40) prepared under 40 different culture conditions (six
different media, stationary and submerged cultures and changing
cultivation periods) was screened by HPLC-DAD and HPLC-UV-
MS, with particular attention being given to nitrogen-containing
metabolites. The extracts of the solid state fermentation on rice
medium afforded a great variety of known metabolites (e.g.
shamixanthone, variecoxanthone, sterigmatocystin) and previ-
ously unknown compounds with m/z [M + H]+ = 466 and m/z
[M + Na]+ = 506, which appeared to be aromatic alkaloids
(UV). A larger fermentation resulted in the successful isolation
of aspoquinolone A (1) and B (2) (31 mg and 8.5 mg). A third
fraction yielded a mixture of two closely related diastereomers,
which could not be separated by any means (aspoquinolone C–D,
3–4, 2 mg). The structures of the compounds were elucidated by
extensive 1 and 2D NMR experiments (see ESI†).


The molecular formula of compound 1 was established to be
C27H31NO6 by HRESI-MS, which was supported by 27 signals
in the 13C NMR spectrum (attributable to three methyl, two
methoxy, a carbonyl, a methylene, nine quaternary, two olefinic,
three aliphatic and six aromatic carbons). The IR spectrum
indicated the presence of hydroxyl and phenyl groups and an
amido and a methylene group respectively (m = 3400, 1600, 1685
and 2970 cm−1). 1H and 13C NMR data showed similarity to data
obtained for penigequinolones A and B (5) suggesting that 1 has a
3-methoxy-4,6-dihydroxy-4-(4′-methoxyphenyl)quinolinone unit,
which is substituted at position 7.11 HMBC long range correlation
between H-17 and C-6 and C-8 as well as between H-18 and
C-7 confirmed the connectivity. A coupling constant of 16.6 Hz
indicated an (E)-double bond between C-17 and C-18. The carbon
at 5.9 ppm was shown to be a methylene carbon by DEPT
experiments suggesting the presence of a cyclopropane ring. The
H–H COSY coupling of the methylene protons H-23 with H-
20 and H-21 and the HMBC long range correlation between H-
23 and C-19 and C-22 established an unusual 2,2,4-trimethyl-3-
oxa-bicyclo[3.1.0]hexane ring system. This finding was supported
by HMBC cross peaks between H-25 and C-21 and H-24 and
C-20. The spectroscopic data of compound 2 closely resembled
those of 1, suggesting that both compounds are isomers. In both
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compounds NOE correlations were observed between the protons
of a methoxy group (3-OCH3) and the proton of a hydroxyl group
(4-OH), H-3 and the protons at C-12/16 and between H-3 and
4-OH. However, 1 showed a clear correlation of the methylene
protons (H-23) and the methyl protons (H-24 and H-26), whereas
the diastereomeric configuration of 2 was deduced from NOE
interactions between H-24 and H-26, H-24 and H-20, and H-
25 and H-23 (Fig. 1). Doubled signals in the 1H and 13C NMR
spectra of the third fraction suggested the presence of a mixture
of diastereomers (3 and 4, 2 : 1 ratio). From HRESI-MS and
13C NMR data a molecular formula of C27H33NO7 was deduced.
Similar UV spectra as well as similar MSn fragmentation patterns
hinted that 3 and 4 possess a similar carbon skeleton to 1 and
2, which was strongly supported by proton and carbon NMR
data. The signals for the highly substituted quinolinone unit
appeared at the same chemical shifts. However, compounds 3
and 4 did not show the characteristic methylene signal of the
cyclopropyl moiety, but two other methylene signals (dC 26.4,
38.0 and 38.5) and a quaternary carbon adjacent to an oxygen
atom (dC 71.1–71.2) instead. HMBC correlation between the
methyl protons H-25 and H-26 and the CH at 85.5 ppm was
observed indicating that the carbon next to C-23 must be further
substituted. Since all other signals could be assigned and MSn


measurements revealed the facile loss of water, a substitution with
a hydroxyl group was concluded. The H–H COSY correlation
between H-20 and H-21 and HMBC long range correlations
between H-21 and C-19 and between H-20 and C-22 as well
as between H-18 and C-20 confirmed the connectivity of the
tetrahydropyranyl ring. NOE interactions between H-3 and 3-
OCH3, H-3 and 4-OH and between H-3 and H-12 revealed the
same relative stereochemistry of the 3-methoxy-4,6-dihydroxy-4-
(4′-methoxyphenyl)quinolinone unit as seen for compounds 1 and
2. The occurrence of the minor compounds 3 and 4 could give a
hint on the biosynthesis of the unusual cyclopropyl units of 1 and
2. It is very likely that the biosynthetic pathways of the known 5
and the new compounds 1–4 involve the formation of a putative
bis-epoxide intermediate, which then would undergo a series of
rearrangement reactions (Scheme 1). On the basis of this model,
it seems more likely that the configuration of C-19 is the same in
1 and 2, while the latter differ in the C-20/C-21 stereochemistry.


Fig. 1 Structures of aspoquinolines A–D (1–4) and key NOE correlations
of 1 and 2.


Quinoline alkaloids are particularly abundant in nature and
have been isolated from plant, microbial and animal sources.12


Scheme 1 Biosynthetic scheme of fungal quinoline-2-one alkaloids
involving an anthranilate synthase.


However, compared to the large range of quinolines that have
been reported from plant sources, only very few examples of such
compounds are known from filamentous fungi. The only represen-
tatives of fungal prenylated quinoline-2-ones are derived from 3-O-
methylviridicatin (6), i.e. the nematicidal alkaloid penigequinolone
(5) and the peniprequinolones (7, 8) from Penicillium species.13,14


Interestingly, in Penicillium sp., quinoline-2-one alkaloids are
biosynthetically derived from benzodiazepine precursors. The
formation of viridicatin by a rearrangement of the benzodiazepine
cyclopenin (9) catalyzed by the enzyme “cyclopenase” has been
demonstrated in P. viridicatum and P. cyclopium (Scheme 1).15


It should be noted that although production of benzodiazepines
has been observed in a related species,16 to date no occurrence
of prenylated quinoline-2-one derivatives has been reported for
Aspergillus. However, as biosynthetic studies revealed, in fungi
the diazepine heterocycle of 9 is assembled from phenylalanine
(or tyrosine) and anthranilic acid,17 which is synthesized by an
anthranilate synthase. Thus the discovery of the novel alkaloids 1–
4 clearly justifies our motivation to search for anthranilate-derived
metabolites. Furthermore, we found that aspoquinolones A and
B exhibit high cytotoxicity against L-929 mouse fibroblast cell
lines (GI50 10.6/11.4 lg ml−1) and good antiproliferative effects
on human leukemia cell line K-562 (GI50 17.8/21.2 lg ml−1).


Conclusions


In conclusion, we successfully identified four novel prenylated
quinoline alkaloids from Aspergillus nidulans cultures by a ge-
nomic and analytical screening approach. In contrast to all known
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fungal quinolin-2-one alkaloids, the cytotoxic aspoquinolones A
and B (1 and 2) are furnished with an unparalleled terpenoid side
chain. Yet the terpenoid pyrane residues of aspoquinolones C and
D (3 and 4) have been reported for 6,10-oxidocalepruna-1,4E-dien-
9-ol.18 The discovery of the aspoquinolones from A. nidulans is an
important addition to the large body of metabolomic data that
has been available for this well-studied organism. It implies that
the fungus features a rare benzodiazepine–quinolinone pathway,
which is only set on under defined growth conditions. Further
investigation of the aspoquinolone pathway and its encoding
biosynthesis genes is in progress in our laboratory.


Experimental


General


NMR spectra were recorded on Bruker Avance DRX 500 and
DPX 300 instruments. Spectra were referenced to the residual sol-
vent signals. HPLC-MS measurements were recorded employing
a Jasco HPLC with a UV detector (UV 970) and a reversed phase
C18 column (Grom Sil 100 ODS 0AB, 3 lm, 250 × 4.6 mm) with
gradient elution (MeCN–H2O 1–99 in 40 min to MeCN–H2O
100–0, MeCN 100% for 10 min with a flow rate of 0.5 ml min−1)
coupled with a Finnigan LCQ benchtop mass spectrometer
with an electrospray ion source and ion trap mass analyzer.
HRESI-MS were recorded on a Finnigan MAT 95XL sector
field mass spectrometer with a compatible ion source. IR and UV
spectra were obtained using an FTIR spectrometer Satellite FTIR
Mattson (Chicago, USA) and a Specord 200 photometer (Analytik
Jena AG, Germany), respectively. Flash chromatography was
performed using a CombiFlash R© RETRIEVE system by Teledyne
Isco, Inc., Lincoln, USA with 120 g RediSepTM silica columns.
Analytical HPLC was performed on a Shimadzu HPLC system
consisting of an autosampler, high pressure pumps, column oven
and DAD. HPLC conditions: C18 column (Grom Sil 100 ODS
0AB, 3 lm, 250 × 4.6 mm) and gradient elution (MeCN 0.1%–
TFA 1–99 in 30 min to MeCN 0.1%–TFA 100–0, MeCN 100% for
10 min), flow rate 1 ml min−1. Preparative HPLC was performed
on a Shimadzu HPLC system with a UV detector using a Waters
Spherisorb R© S5ODS2 250 × 20 column (flow rate 12 ml min−1,
detection 232 nm).


Cultivation and extraction


Aspergillus nidulans HKI 0410 was grown on rice medium for seven
weeks. Medium: polished rice (250 g) was soaked in distilled water
(2 h) and placed in 1000 ml Erlenmeyer flasks. Sufficient water
(ca. 100 ml) was added to moisten the rice. After sterilization eight
flasks were inoculated with the fungus and kept at 25◦ C for 7
weeks. The mouldy rice was then extracted with chloroform. The
combined extracts were concentrated under reduced pressure.


Isolation and characterization of aspoquinolones


The crude extract was subsequently separated by flash chro-
matography on silica gel with chloroform–methanol mixtures of
increasing polarity as eluents giving 17 fractions. Fraction six
was further purified by SEC on Sephadex R© LH-20 (chloroform–
MeOH 90–10) and preparative HPLC (gradient mode MeCN–
H2O 1–99 in 30 min to MeCN–H2 O 83–17, MeCN 83% for


10 min). Thus compounds 1 and 2 were obtained as a mixture
which was finally separated by a second step of preparative RP-
HPLC (isocratic mode MeCN–H2O 50–50). A third fraction was
isolated as a white amorphous powder which showed a single
peak on the HPLC (RP18 column, MeCN–0.1% TFA), however,
1H NMR and 13C NMR data indicated the presence of two closely
related diastereomers (compounds 3 and 4).


Aspoquinolone A (1). White amorphous solid: UV kmax


(MeOH)/nm (e): 201 (34200), 217 (27900), 279 (15100), 323
(14000). IR (ATR, solid) mmax/cm−1 3400, 2970, 2935, 1685, 1600,
1509. 1H NMR (300 MHz, CDCl3) dH [ppm] (J [Hz]) 0.46 (2 H, m,
23-H), 1.20 (3 H, s, 26-H), 1.29 (3 H, s, 24-H), 1.30 (3 H, s, 25-H),
1.45 (1 H, m, 21-H), 1.77 (1 H, m, 20-H), 3.58 (3 H, s, 3-OCH3),
3.67 (1 H, d, J 1.5, 3-H), 3.74 (3 H, s, 14-OCH3), 4.51 (1 H, s, 4-
OH), 6.30 (1 H, d, J 8.2, 9-H), 6.39 (1 H, d, J 16.6, 18-H), 6.80 (2 H,
d, J 8.9, 13-H, 15-H), 6.80 (1 H, d, J 16.6, 17-H), 7.16 (2 H, d, J
8.8, H-12, H-16), 7.30 (1 H, br s, NH), 7.34 (1 H, d, J 8.3, 8-H),
9.07 (1 H, s, 6-OH). 13C NMR (75 MHz, CDCl3) dC [ppm] 5.9 (C-
23), 26.0 (C-24), 26.0 (C-26), 26.2 (C-20), 28.3 (C-21), 29.2 (C-25),
55.3 (14-OCH3), 58.8 (3-OCH3), 78.8 (C-4), 81.4 (C-22), 82.5 (C-
19), 84.3 (C-3), 106.7 (C-9), 110.8 (C-5), 114.3 (C-13/C-15), 121.0
(C-17), 122.3 (C-7), 127.5 (C-8), 127.8 (C-12/C-16), 129.1 (C-11),
134.1 (C-10), 137.7 (C-18), 155.3 (C-6), 160.3 (C-14), 165.2 (C-2).
(+)-ESI-MS m/z 466 [M + H]+, m/z 488 [M + Na]+. HRESI-MS:
m/z [M + H]+ = 466.2217 (calcd. for C27H32NO6 466.2204).


Aspoquinolone B (2). White amorphous solid: UV kmax


(MeOH)/nm (e): 201 (33000), 217 (27100), 279 (14400), 323
(13200). IR (ATR, solid) mmax/cm−1 3400, 2970, 2935, 1685, 1600,
1509. 1H NMR (300 MHz, CDCl3) dH [ppm] (J [Hz]) 0.40 (1 H,
m, 23-Ha), 0.47 (1 H, m, 23-Hb), 1.21 (3 H, s, 25-H), 1.41 (3 H, s,
26-H), 1.49 (3 H, s, 24-H), 1.56 (1 H, m, 21-H), 1.60 (1 H, m,
H-20), 3.58 (3 H, s, 3-OCH3), 3.66 (1 H, d, J 1.5, 3-H), 3.74 (3 H,
s, 14-OCH3), 4.49 (1 H, s, 4-OH), 6.19 (1 H, d, J 16.2, 18-H), 6.28
(1 H, d, J 8.2, 9-H), 6.74 (1 H, d, J 16.2, 17-H), 6.80 (2 H, d, J 8.9,
13-H, 15-H), 7.15 (2 H, d, J 8.9, H-12, H-16), 7.25 (1 H, br s, NH),
7.34 (1 H, d, J 8.2, 8-H), 9.06 (1 H, s, 6-OH). 13C NMR (75 MHz,
CDCl3) dC [ppm] 7.2 (C-23), 26.6 (C-25), 28.1 (C-20), 28.7 (C-24),
29.0 (C-21), 30.2 (C-26), 55.3 (14-OCH3), 58.8 (3-OCH3), 78.8 (C-
4), 81.2 (C-22), 83.3 (C-19), 84.3 (C-3), 106.6 (C-9), 110.7 (C-5),
114.3 (C-13/C-15), 121.1 (C-17), 122.4 (C-7), 127.9 (C-8), 127.9
(C-12/C-16), 129.1 (C-11), 134.0 (C-10), 134.3 (C-18), 155.4 (C-
6), 160.3 (C-14), 165.2 (C-2). (+)-ESI-MS m/z 466 [M + H]+, m/z
488 [M + Na]+. HRESI-MS: m/z [M + Na]+ = 488.2060 (calcd.
for C27H31NO6Na 488.2044).


Aspoquinolone C/D (3/4). White amorphous solid: UV kmax


(MeOH)/nm (e): 201 (30600), 279 (11800), 323 (10600). IR (ATR,
solid film) mmax/cm−1 2991, 2950, 1748, 1700, 1509. 1H NMR
(500 MHz, CDCl3) dH [ppm] (J [Hz]) 1.12 (3 H, s, 26-H), 1.22/1.24
(3 H, s, 25-H), 1.38/1.39 (3 H, s, 24-H), 1.72 (1 H, m, 20-Ha), 1.88
(2 H, m, H-21), 1.98 (1 H, m, 20-Hb), 3.59/3.58 (3 H, s, 3-OCH3),
3.67 (1 H, d, J 1.5, 3-H), 3.74 (3 H, s, 14-OCH3), 3.83/3.86 (1 H, m,
H-22), 4.51/4.50 (1 H, s, 4-OH), 6.25/6.24 (1 H, d, J 16.6, 18-H),
6.30 (1 H, d, J 8.2, 9-H), 6.74 (1 H, d, J 16.6, 17-H), 6.80 (2 H, d, J
8.9, 13-H, 15-H), 7.15 (2 H, d, J 8.8, H-12, H-16), 7.30 (1 H, br s,
NH), 7.34 (1 H, d, J 8.3, 8-H), 9.08/9.10 (1 H, s, 6-OH). 13C NMR
(125 MHz, CDCl3) dC [ppm] 24.2/24.4 (C-26), 26.4 (C-21), 27.3
(C-25), 27.4/27.5 (C-24), 38.0/38.5 (C-20), 55.3 (14-OCH3), 58.8
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(3-OCH3), 71.1/71.2 (C-23), 78.8 (C-4), 83.2/83.0 (C-19), 84.2 (C-
3), 85.5/85.6 (C-22), 106.7 (C-9), 110.8 (C-5), 114.3 (C-13/C-15),
120.8/121.1 (C-17), 121.9 (C-7), 127.9 (C-8), 127.9 (C-12/C-16),
129.0 (C-11), 134.1/134.3 (C-10), 135.3/135.5 (C-18), 155.4 (C-
6), 160.3 (C-14), 165.2 (C-2). (+)-ESI-MS m/z 506 [M + Na]+,
(−)-ESI-MS m/z 482 [M − H]−, HRESI-MS: m/z [M + Na]+ =
506.2180 (calcd. for C27H33NO7Na 506.2149).
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Nucleic acids include substantial information in their base sequence and their
hybridization–complexation motifs. Recent research efforts attempt to utilize this biomolecular
information to develop DNA nanostructures exhibiting machine-like functions. DNA nano-assemblies
revealing tweezers, motor, and walker activities exemplify a few such machines. The DNA-based
machines provide new components that act as sensitive sensors, transporters, or drug delivery systems.


Introduction


DNA is probably the most exciting molecule that nature op-
timized over billions of years of evolution. Besides its central
function in carrying the genetic information, and thus, acting
as the key element of proliferation, DNA is possibly the most
promising biomolecule for future applications in material science
and nanotechnology. The unique functions of DNA originate
from its composition, structure, and physical and chemical
properties. The specificity of the A–T and G–C H-bonded
Watson–Crick interactions provides a means to construct diverse
DNA compositions of programmed sequences and structures.
Furthermore, the directionality of the double-strand formation
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introduces an instructive pattern for controlled duplex formation.
Other self-assembled structural motifs of DNA are also available,
such as the G-quadruplex1 or the i-motif.2 Alternatively, DNA
duplex structures with artificial ligands as base-pairing units are
available.3,4 The diversity of structural patterns of DNA and
modified DNAs, together with automated techniques to synthesize
substantial quantities of oligonucleotides pave the way to use DNA
and its derivatives as a powerful building block for the assembly
of 2D- and 3D-nanostructures of dictated shapes and geometries.
Fig. 1 schematically summarizes several DNA self-assembly motifs
demonstrating the possible variability and complexity of DNA
composites. Indeed, ingenious DNA architectures were reported,
and examples include lattices composed of DNA tiles5 or rods
consisting of DNA triangles.6


The structural features encoded in the duplex also provide
instructive information related to the chemical properties and
the reactivity of DNA. Intercalation of molecular components
in-between specific bases or their association with minor or
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Fig. 1 Schematic presentation of structural motifs of DNA. a: sticky
ends, b: duplex, c: hairpin, d: stem structure, e: G-quadruplex, f: crossover
region.


major groove regions allows the localization of molecular units
at pre-defined locations. The chemical, optical, or electrochemical
activation of these molecular units can then be used to trigger
perturbations in the DNA structure. Furthermore, various en-
zymes may be applied as biocatalytic “nano-tools” to manipulate
DNA. For example, the ligation of DNA strands, the replication
of a duplex, or the elongation of a single strand can be achieved
using ligases, polymerases, and telomerase, respectively. Sequence-
specific domains within double-stranded DNA provide instructive
information for the selective binding of endonucleases or nicking
enzymes that catalyze the cleavage of sequence-specific domains
and facilitate the separation of duplex structures. These biocat-
alytic transformations not only yield new DNA structures, but
also generate new versatile components containing sticky ends
that act as secondary assembly units.


Not surprisingly, DNA structures have been employed as
templates for the “bottom-up” construction of nanostructures
and nanocircuitry. Biotin-labeled DNA was used as a template
for the assembly of Au nanoparticles conjugated with avidin7 or
streptavidin,8 intercalator-labeled Au nanoparticles were associ-
ated with DNA by intercalation,9 nucleic acids were metallized
to yield different types of metal nanowires,10,11 and protein–DNA
assemblies were used to fabricate nanodevices such as transistors.12


Beyond the use of DNA as a passive element that evolves
functional nanostructures, exciting opportunities exist in the uti-
lization of DNAs as dynamic biomolecules that duplicate machine
functions. The configuration of DNA might be controlled via
hybridization, and duplex DNAs could change their configuration
upon scission by endonucleases, thus leading to the dynamic
control of DNA structures. Indeed, impressive progress was
accomplished by applying tailored DNA as functional nanostruc-
tures that mimic machinery functionalities. Systems duplicating
activities of tweezers,13 walkers,14 gears,15 and more16,17 were
developed. The present article aims to describe some of the recent
advances in the area of DNA machines. We wish to emphasize
that this topic is not only an intellectual scientific curiosity, but
to demonstrate that the subject of DNA-based machines has
bright future perspectives in the development of sensors, molecular
transporters, and controlled drug delivery systems for the targeted
and slow release of therapeutics.


DNA machines


The inherent dynamic properties of double-stranded DNA, and
the thermally induced sequence-dependent (number of base-pairs
and composition) separation of double-stranded nucleic acids al-
low the dynamic, controlled dehybridization and re-hybridization
of pre-tailored nucleic acid structures. These dynamic functions of
DNA may be employed to design DNA biomolecular devices that
duplicate “machine-like” functions that perform linear or rotary


motion, act as walkers, function as motors, rotors, or switches.
These DNA machines may have important future implications in
the development of nanorobotics, for the controlled delivery and
transport, such as drug delivery, and in the fabrication of DNA
sensors. We realize that the relation of “machine properties and
functions” to molecular structures of DNA might introduce some
controversy, and that the term “machine” might be differently
defined. We view the “DNA machine” systems as biomolecular
assemblies that perform machine-like functions, where several
consecutive functions at the molecular level are triggered by
external chemical inputs (“fuels”), and lead to dynamic two-
dimensional and three-dimensional structural changes, and to the
formation of chemical by-products (“waste products”).


The G-quadruplex–duplex DNA transformations represent
machine-like structural conversions driven by nucleic acid fuels.
This has been demonstrated (Fig. 2) by the use of G-quadruplex
DNA (1) that includes at its two ends a donor–acceptor pair,
where the mutual FRET process signals the existence of the G-
quadruplex structure.18 Its hybridization with (2) opens the G-
quadruplex while generating the respective duplex structure. The
spatial separation of the donor–acceptor pair inhibits the FRET
process. The addition of a nucleic acid (3) that exhibits enhanced
affinity for (2) opens the duplex (1)–(2) while regenerating the
G-quadruplex, accompanied by the reappearance of the donor–
acceptor FRET signal, and the stable (2)–(3) duplex remains
as a waste product. Related G-quadruplex–double strand DNA
transitions were similarly used to perform reversible dynamic
transformations of DNA structures.18b


Fig. 2 G-Quadruplex–duplex transitions as a result of hybridization
processes and their imaging by fluorescence resonance energy transfer
(FRET).


Such conformational changes of single-stranded oligonu-
cleotides can also be triggered by changes in the buffer compo-
sition of the reaction, instead of the addition of fuel DNA. Liedl
and Simmel19 describe a DNA molecule being reversibly switched
between a random coil (induced at a pH below 6) and the i-
motif (pH above 6), a quadruplex structure composed of cytosine
residues, similar to the G-quadruplex. The changes in buffer pH
are caused by a chemical oscillator, and take place periodically for
several hours. The changes in DNA secondary structures are again
monitored using fluorophore- and quencher-labeled strand ends.


The pH-controlled change of the DNA structure has been used
to cycle single-stranded DNA immobilized on a microcantilever
between the i-motif and duplex with a complementary oligonu-
cleotide containing 3 mismatches.20 The use of cantilevers as


This journal is © The Royal Society of Chemistry 2006 Org. Biomol. Chem., 2006, 4, 3392–3401 | 3393







surface supports allowed for the quantification of the forces result-
ing from the structural changes of the immobilized biomolecules.


A DNA machine duplicating the functions of tweezers was
demonstrated13 by the use of three strands of DNA that included
tailored complementarity, Fig. 3. The ends of strand A were la-
beled with the fluorophore tetrachlorofluorescein phosphoramidite
(indicated by the red ball) and a quencher (carboxytetramethyl-
rhodamine, grey), and the segments of strand A were hybridized
to each end of strands B and C to form two stiff double-
stranded arms of the tweezers (structure 4), to each of which a
single-stranded overhang is tethered. In this open conformation,
the fluorophore and quencher are spatially separated, and the
fluorophore is not quenched. Addition of the DNA strand F,
that is complementary to the single-stranded tethers of B and
C, results in hybridization and leads to closure of the “open”
tweezers to a compact configuration (state 5), where quenching of
the fluorophore proceeds. This effect is reversed by the subsequent
addition of strand F′, that is fully complementary to F. The
energetically favoured F–F′ is removed as double-stranded waste,
and the tweezers is regenerated to its starting configuration.
The tweezers operated for more than eight cycles between the
opened and closed states of the machine, which was monitored
by the deactivation and reactivation of the fluorescence signal,
respectively, Fig. 3(B).


Fig. 3 (A) A DNA-based tweezers driven by the hybridization of nucleic
acids. (B) Cyclic opening and closing of the tweezers configuration shown
in (A), followed by fluorescence spectroscopy. (Reprinted by permission
from Macmillan Publishers Ltd.: [Nature] ref. 13, copyright 2000).


Fig. 4 A DNA-based tweezers driven by a DNAzyme biocatalyst cleaving
an RNA substrate. The transformations of the tweezers between the
“open” and the “closed” states are followed by fluorescence resonance
energy transfer (FRET).


A biocatalytic approach to the cycling of a DNA tweezers
using a DNAzyme was also described,21 Fig. 4. In this system,
the tweezers arms consist of two double-stranded DNA domains
that are joined at their open sites by a single-stranded DNA
sequence capable of cleaving RNA (6). The open sites are labeled
with a donor–acceptor pair, between which FRET can occur. In
the absence of a DNAzyme substrate, the single-stranded linker
sequence forces the assembly into a compact structure, placing the
donor–acceptor pair in close proximity, and thus leading to an
efficient FRET process. Upon addition of an RNA (or an RNA–
DNA chimera) target strand (7), the DNAzyme–substrate duplex
(8) is formed, and the new double helix forces the fluorophores
apart, causing a decrease of FRET. Subsequently, the DNAzyme
hydrolyzes the substrate strand. Its fragments (7A, 7B) are released
due to a lower stability of the double-strand configuration of a
decreased number of base pairs, and the machine returns to the
closed conformation. Repetitive additions of substrate strands and
their cleavage by the DNAzyme cycle the machine between the
open and closed states, respectively.


A related machine for the controlled binding and release of
proteins22 was demonstrated by the application of the thrombin
aptamer that binds, in a single-stranded G-quadruplex structure,
to the protein thrombin. Treatment of the aptamer–thrombin
complex with a nucleic acid that is complementary to the aptamer
sequence separated the thrombin–aptamer complex by forming
the energetically favoured duplex of the aptamer–complementary
nucleic complex. Further addition of a nucleic acid that exhibits
enhanced affinity for the complementary nucleic acid as a result of
increased base-pairing, regenerated the free aptamer for thrombin
binding and yielded a double-stranded waste product.


A DNA machine of enhanced complexity that relies on the
powers of DNA transcription into RNA was recently accom-
plished. A DNA tweezers was switched from the open to the
closed conformation by an mRNA fuel oligonucleotide, which was
biocatalytically generated from a template DNA strand encoding
the mRNA by an RNA polymerase.23 The successful change
in tweezers structure was detected using fluorescence and gel
electrophoresis. This approach was further refined by placing the
gene encoding the RNA fuel strand under the control of either a
negative (LexA) or a positive regulator (LacI).24 Both concepts rely
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on bacterial expression control systems, in which the presence of an
outside effector molecule either stops (LexA) or starts (LacI) tran-
scription of a gene. The template DNA was designed to contain the
respective binding sites for the regulator molecule upstream of the
fuel gene. Fluorescence experiments verified that in the presence of
the positive regulator, and the absence of its negative counterpart,
a significantly higher percentage of tweezers molecules adopted
the closed conformation. Although both systems cannot cycle the
tweezers through both possible conformations, and the re-opening
of a closed tweezers is reliant upon the manual addition of a
complementary opening oligonucleotide, the idea of using genetic
regulatory mechanisms to trigger DNA machines is intriguing.


Most of the machines found in the macro-world consist of
“gears” and “wheels” revolving against one another. The macro-
scopic features of these machines were duplicated at the molecular
level,15 using two circular DNA units, A and B, as the moving
elements, Fig. 5. Three complementary nucleic acids, that included
single-stranded tethers P1A, P2A, and P3A, as sticky ends, were
hybridized to unit A. Similarly, strands P1B, P2B, and P3B, each
containing sticky ends, were hybridized with unit B. Hybridization
of the sticky ends of P1A and P1B with L1 interconnected the
“wheel” units. Further hybridization of the sticky ends of P2A


Fig. 5 A DNA-based gear driven by hybridization–dehybridization steps.


and P2B with L2 generated the double-bridged “wheel” system.
The subsequent hybridization of L1 with the fuel nucleic acid
R1 disconnected the primary bridge while rotating component B
around unit A. Thus, by stepwise hybridization–dehybridization
of the sticky ends the molecular wheels rotated one against the
other.


The controlled linear motion of molecular motors in a defined
direction is one of the most fascinating features of nanobiotechnol-
ogy. Myosin moves along cytoskeletal networks to confer order on
the cell’s backbone and contracts the muscular apparatus,25 while
kinesin secures the placement of organelles and proteins.26 Poly-
merases move along their DNA templates in order to faithfully
copy the information contained therein. The artificial design of
bio-nanosystems capable of mimicking this behavior and motion
of biomolecules on a supporting structure in a defined direction is a
promising, but daunting challenge. Several studies have addressed
the design of DNA-based “walkers” as directional motors.


The DNA motor “walker” moves along a nucleic acid track,
onto which it remains attached throughout the operation of the
device. The walker is temporarily bound to a single-stranded
stepstone section of the track. Successive dissociation and re-
association to the next single-stranded anchor constitutes the
overall single-stepped motion of the walker. The operation of a
four-step DNA walker14 is depicted in Fig. 6. The track includes
four different nucleic acids I to IV as footholds. The walker
consists of a double-stranded DNA with two single-stranded
ends, acting as legs. The stepstone I and one of the walker’s
legs act as sticky ends for the hybridization with nucleic acid A1,
leading to the fixation of the walker on the track. The subsequent
hybridization of the walker’s second leg and the foothold II with
the nucleic acid A2 leads to the directional motion of the leg
to perform the step. The introduction of a further nucleic acid
D1, to which hybridization of A1 is energetically favoured, yields
the double-stranded waste product A1–D1, and the translocation
of the walker to the second foothold position. This enabled, by
the appropriate design of hybridizing nucleic acids, the stepwise
translocation of the walker to the end of the track and back to its
original starting position. Careful labeling of the walker’s legs and
footholds with fluorophore and quencher units enabled the real-
time visualization of the directional motion of the walker, results
that were further confirmed by electrophoretic experiments.


A related DNA walker that involved a biped system composed
of two duplexes acting as the moving element was reported,27


Fig. 7. The legs of the biped are interconnected by flexible
nucleic acid bridging units, and each of the biped components
is terminated by single-stranded tethers, F1 and F2. The track
consists of three footholds A, B, C, composed of duplex DNAs
interconnected by nucleic acid bridges. Each of the footholds is
terminated by a single-stranded DNA, providing sticky ends for
the single-stranded tethers of the biped’s legs F1, F2. The linkers Y1
and Y2 lack similarity or complementarity, and link the biped to
the footholds A and B. Addition of the unset strand X1 forms the
duplex X1–Y2, resulting in the release of one of the biped’s “legs”.
The re-hybridization of the released leg to foothold C via the set
strand Y3 is followed by the release of the other biped leg from
foothold A using the unset strand X2. Subsequently, the released
biped leg is bound to foothold B using the set strand Y4, resulting
in the one-step movement of the walking element. Although these
two walkers prove directional linear motion of the DNA, their
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Fig. 6 A DNA “walker” on a four-footholds “track” triggered by hybridization–dehybridization events.


Fig. 7 A DNA walker triggered by the addition of set and unset strands.
The unset strands yield duplex waste and are modified with biotin to
facilitate their removal from the reaction mixture.


operation relies on external triggers, and precise tuning of the
addition of the correct binding or unbinding oligonucleotides to
the system.


Directed autonomous directional motion of a DNA walker
without the need to add set and unset oligonucleotide strands
was accomplished by the addition of biocatalysts, specifically,
endonucleases and nicking enzymes. The availability of sequence-
specific endonucleases that stimulate non-symmetric scission of
double-stranded DNA or of nicking enzymes that cleave specif-
ically one strand in the hybridized structure, may be applied to
generate sequence-tailored sticky ends, or dictate the cleavage
of duplex DNA, thus providing driving forces for programmed
directional hybridization and motion of DNA on a track. An
autonomously moving walker28 that relies on the coupling of DNA
ligase and two different restriction enzymes to confer directionality


was designed. The track consisted of a linear double-stranded
DNA, displaying three single-stranded footholds A, B, C, that
protrude from the surface, Fig. 8. The lower part of the footholds
forms a single-stranded hinge region, while the upper part is
hybridized to complementary DNA strands that include single-
stranded overhangs acting as a sticky end. The walker is formed
by the ends of the first foothold A. The units A and B attach
to one another by the hybridization of the sticky ends, yielding


Fig. 8 A directional DNA “walker” activated by enzymatic ligation and
specific scission processes. The “walker” nucleic acid is colored in red.
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an interconnected complex A–B that is covalently linked by the
T4 ligase, to yield the double-stranded recognition sequence for
the first nuclease Pflm I. Scission of the DNA duplex on the A
side of the walker leads to the separation of the A–B duplex and
positions the walking nucleic acid at the end of foothold B. The
subsequent hybridization of the DNA walker with the sticky end
of foothold C is followed by the ligase-catalyzed ligation to form
the B–C duplex. This duplex is designed to include the specific
sequence that is cleaved by the second endonuclease, BstAP I. Its
scission results in the positioning of the walker on the foothold
C. Gel electrophoresis demonstrated the motion of the walker
on a three-foothold model track. The use of two nucleases with
differing recognition sites prevents the backward motion of the
walker unit and allows the operation of the “walking machine” in
the presence of all three enzymes employed. The drawback of this,
rather impressive, concept is the fact that during the operation
of the device, the walker must be bound at both ends of the
sequence through hybridization; therefore the transport of a cargo
cannot easily be realized. In fact, the motion of the device has little
similarity to the image of walking; instead, it has been described
as a ‘pass-the-bucket’ system.29


The ‘burned bridges’ approach was applied to develop a DNA
walking system30 by the directional powered motion of a nucleic
acid on a track, using the nicking enzyme N. BbvC 1B, Fig. 9. The
nicking biocatalyst recognizes a consensus sequence in double-
stranded DNA and nicks one strand. The walker consists of
an unmodified single-stranded oligonucleotide, named “cargo”,
which moves along a track of DNA that includes identical
repetitive units of single-stranded footholds, the stators. In step
1, the walker hybridizes to one of these stators (S2), leading to a
duplex formation with the pre-designed sequence for the nicking


Fig. 9 A directional DNA “walker” designed according to the “burned
bridges” paradigm and its potential use for the nanotransportation of a
“cargo”. The recognition sequence of the nicking enzyme is highlighted in
red.


site of N. BbvC 1B. The duplex is cut in the middle of the stator
strand (step 2), creating a single-stranded overhang of the cargo
strand, which re-hybridizes with the end of the stator next in line
(S3), Fig. 9, step 3. Branch migration leads to the displacement of
the nicked stator (S2) by the next stator (S3), and the cargo is moved
one step along the track, forming the next DNA duplex, Fig. 9,
step 4. After nicking, the step backwards to S2 is prohibited, since
the previously used stator is shortened and cannot bind the single-
stranded overhang of the cargo. That is, the bridge backward is
burned. The successful operation of this elegantly simple system
was demonstrated on a three-stator test track using fluorescence
labeling.


A different approach to design a directional walker has em-
ployed the use of a DNAzyme capable of cleaving RNA at a
sequence-specific site,31 Fig. 10. The track consists of an RNA
strand (9), to which RNA segments containing a single-strand
tether are hybridized (10a, 10b). The single-stranded RNA is
hybridized to the hairpin-structured DNAzyme (11) through its
two binding arms consisting of 7 and 15 bases, respectively. This
configuration leaves a single-stranded loop in the DNAzyme
structure, which forms the active site. The DNAzyme cleaves
the RNA (10a, position indicated by arrow), leading to the
dehybridization of the short arm of the hairpin DNAzyme. The
subsequent hybridization of the short arm with the next foothold
in line (10b) followed by the branch migration of the other arm
of the DNAzyme cause the transfer of the DNAzyme from (10a)
to the next RNA segment (10b). By the sequential scission of the
RNA units, the autonomous directed walking of the DNAzyme
across the RNA track is accomplished. In contrast to the previous
walkers that required addition of dehybridizing components or
the presence of endonucleases/nicking enzymes as catalysts, this
later system includes a built-in catalytically active unit that triggers
directional motion.


Fig. 10 A DNA “walker” on an RNA track triggered by DNAzyme
scission and strand migration.


Albeit the autonomous vectorial motion of the “walker DNAs”
is an admirable scientific advance, the available systems reveal
a fundamental drawback related to their single-cycle “walking”
operation. Multiple rounds of walking or transfer of the walker
to another track are still scientific goals. Furthermore, the design
of biomolecular walkers with controlled, externally triggered di-
rectionality, or multiple walkers following one another’s footsteps
are still scientific challenges. In fact, nature provides impressive
complexity in its motor systems. Nonetheless, the immense recent
progress in the field suggests that man-made systems of higher
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complexity and enhanced functionality will be developed in the
near future.


DNA machines as sensors


The sensitive detection of DNA is of fundamental interest in
bioanalytical science. The rapid and sensitive analysis of nucleic
acids has important implications for the detection of pathogens
in the areas of clinical diagnostics, homeland security, and envi-
ronmental control, as well as for the analysis of genetic disorders,
tissue matching, and forensic applications. Substantial research
efforts were directed in recent years towards the development of
electronic32 or optical33 detection methods for DNA. Nonetheless,
the Polymerase Chain Reaction (PCR) remains the key and central
procedure for the amplified analysis of DNA, although the method
is error-prone, requires long analysis time-intervals, and lacks
quantitative assays of the analyzed DNA. The replication of the
analyte DNA is the fundamental reaction of the PCR process,
and the addition of the nucleotides mixture, acting as “fuel”,
and polymerase activate the polymerization and the synthesis of
an ordered sequence of bases on the primer associated with a
DNA template, thus mimicking some functions of a machine.
The thermal separation of the replicated nucleic acids and their
templates regenerates the machine.


The paradigm of the autonomous operation of DNA-based
machines may be extended to DNA sensing or transporting with
the challenging vision towards the future, suggesting such systems
as analytical tools that could substitute PCR. The availability
of sequence-specific endonucleases or nicking enzymes, together
with polymerases that link nucleotides in specific order allows,
in principle, the scission or separation of double-stranded nucleic
acids, or the displacement of sequence-regulated nucleic acids from
template DNAs. Accordingly, machines that generate catalytic
nucleic acids or protein-specific aptamers can be designed, and
eventually machines that replicate catalytic nanostructures may
be envisioned.


Nucleic acids that alter their configuration upon hybridization
provide a versatile tool to trigger a mechanical transformation.
The most explored nucleic acid structure that changes its steric
configuration upon hybridization, scission, or polymerization is
the nucleic acid “hairpin”, Fig. 11. Ingenious “hairpin” DNA
structures modified with photonic reporter units are opened upon
hybridization with the analyte DNA,34 or upon the association of
proteins35 to the single-stranded loops of the nucleic acid hairpin.
The activation of the photonic functions of the opened hairpin
structure, e.g. activation of fluorescence or blocking intramolec-
ular FRET, provide physical means to follow the opening of the
hairpin structure, Fig. 11(A). Similarly, optically labeled hairpin
structures were successfully applied as primers for the PCR anal-
ysis of DNA,36 following several different strategies, such as the
one in Fig. 11(B). A hairpin (H) is modified with a fluorophore (F)
and a quencher (Q) at both ends of its stem, while the 3′ end of the
hairpin is connected to a regular PCR primer via a polymerization
stopper (S, a non-DNA molecule, e.g. hexaethylene glycol, that
prevents readthrough of the polymerization through the hairpin).
The primer part of the hairpin anneals to the template and is
elongated to yield a hairpin-modified PCR product. During the
heating cycle, the new product dissociates from the template,
and the hairpin structure is opened thermally. Upon cooling, the


Fig. 11 Mechanical transitions of hairpin DNA upon hybridization with
complementary nucleic acids.


stem of the hairpin can hybridize intramolecularly with the PCR
product, separating the fluorophore and the quencher, and thus
allowing a quantitative readout of the PCR process.


The hybridization-induced change in hairpin fluorescence has
proven to be a particularly valuable tool for the real-time imaging
of RNA and DNA content in living cells. Fluorescent beacons have
been employed to visualize viral infections,37 cancer markers,38 and
expression profiles39 in cell cultures.


The access to catalytic nucleic acids (DNA or RNA) by the
SELEX selection procedure40,41 from a library of randomized
nucleic acid sequences, adds a further dimension to mechanically
active DNA hairpins by the integration of catalytic nucleic acids
within the structures. This has been demonstrated with the
incorporation of a DNAzyme that mimics peroxidase function
into a DNA hairpin,42 Fig. 11(C). The DNAzyme consists of a G-
quadruplex structure that binds hemin in between the quadruplex
layers.43 The resulting hemin–G-quadruplex was found to catalyze
the oxidation of ABTS (2,2′-azinobis(3-ethylbenzothiozoline)-6-
sulfonic acid), by H2O2, as well as to catalyze the generation of
chemiluminescence in the presence of H2O2–luminol.44 A hairpin
structure that includes the two segments A (red) and B (green)
in a single-stranded nucleic acid structure that self-assembles into
the G-quadruplex–hemin peroxidase-mimicking DNAzyme was
employed to analyze DNA. The single-stranded loop C (blue)
is complementary to the analyte DNA, while the segment B
hybridizes within the hairpin stem. The stability of the double-
stranded stem prevents the formation of the DNAzyme structure.
Hybridization of the analyte with the loop region opens the
hairpin, and the G-quadruplex–hemin complex self-assembles into
the active DNAzyme structure. The DNAzyme then catalyzes the
oxidation of ABTS, and allows the colorimetric readout of the
mechanical opening of the hairpin by the analyte.
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The mechanical opening of hairpin structures of nucleic acids
by DNA or proteins was employed to develop bioelectronic sensor
devices.45 A nucleic acid in a hairpin structure was linked to
an electrode surface through one end, while the other end was
tethered to a redox-active ferrocene unit, Fig. 12(A). In the hairpin
configuration the redox-active unit was placed in close proximity
to the electrode surface, resulting in electrical contacting and
effective oxidation of the ferrocene groups. Hybridization with
the analyte DNA opened the hairpin and resulted in a rigid
double-stranded conformation accompanied by the retraction
of the redox-active group to a remote position that lacked
electrical contact with the electrode. The blocking of the electrical
communication between the redox-active site and the electrode
was used as a reporting signal for the mechanical opening of the
hairpin structure and the sensing of DNA. A related process was
used to analyze proteins by a redox-active aptamer associated with
an electrode.46 A nucleic acid functionalized with a redox-active
methylene blue unit was linked to an electrode, Fig. 12(B). The
electroactive group revealed electrical communication with the
electrode in the flexible single-stranded conformation. The nucleic
acid included, however, the G-base sequence triggered by thrombin
to self-assemble into a G-quadruplex aptamer structure that binds
thrombin. The formation of the G-quadruplex–thrombin complex
removed the methylene blue from the proximity of the electrode
surface, and this mechanical translocation interrupted the electron
transfer between the redox-active group and the electrode. This
process was utilized for the development of an amperometric
thrombin-sensing electrode based on the controlled assembly of
the active aptamer structure. Several related methods to analyze
DNA or proteins by the mechanical control of nucleic acid
structures were described in recent years.47,48


Fig. 12 Sensing applications of hairpin DNA for the electrochemical
detection of DNA (A) and the protein thrombin (B). Redox labels are
depicted as rectangles.


Dirks and Pierce have introduced the hybridization chain
reaction concept,49 in which the consecutive opening of hairpin
DNAs by an initiator oligonucleotide causes a cascade of opening
and joining of the hairpins, leading to the polymerization-like
formation of multimeric DNA structures.


A lead (Pb2+) biosensor was developed based on the DNAzyme-
catalyzed scission of gold nanoparticle-aggregates.50 A DNA tem-
plate (12) that includes repetitive sequence units for the hybridiza-
tion with complementary DNA-functionalized Au nanoparticles
(13) causes their aggregation. The DNAzyme (14) consists of
a hairpin structure, and its two ends hybridize with the single-
stranded domain in between the nanoparticles, Fig. 13. In the


Fig. 13 The analysis of Pb2+ ions via the activation of a Pb2+-dependent
DNAzyme that triggers the cleavage of a DNA strand and leads to the
de-aggregation of Au nanoparticle clusters. The active site is highlighted
in the DNAzyme sequence.


presence of Pb2+ the DNAzyme attains its active configuration
(15) and cleaves the template upon annealing, and at 50 ◦C
the shortened double-stranded DNA units are separated. Thus,
while the original aggregate is stable at 50 ◦C, the cleaved DNA
assembly is separated to the individual nucleic acid-functionalized
nanoparticles, a process that leads to the release of the active
DNAzyme cutting unit. The Au nanoparticle aggregate exhibits
a blue color originating from an interparticle coupled plasmon,
while the separated Au nanoparticles display a red color that corre-
sponds to the plasmon absorbance of the separated nanoparticles.
Thus, the separation of the nanoparticle aggregation was followed
spectrophotometrically, and a colorimetric Pb2+ ion sensor based
on the mechanical cleavage of the nanoparticle aggregate was
developed.


A DNA-based machine of enhanced complexity for the detec-
tion of DNA was accomplished by the development of a DNA–
protein (FokI) cutting machine that replicates itself upon analysis
of the target DNA.16 The system mimics several elements of
macroscopic machines: (i) It is activated by an external signal.
(ii) The system performs a mechanical scission function. (iii) The
machine is fed with a fuel that permits its continuous operation.
(iv) The cutting of the fuel yields a waste product that spotlights
the operation of the machine and the sensing process through the
generation of fluorescence. The process, Fig. 14, was exemplified
by the analysis of one of the Tay–Sachs genetic disorder mutants.
A nucleic acid hairpin structure (a) is employed as the analyzing
probe. The hybridization of the mutant DNA (b) with the
probe opens the hairpin structure, and yields the double-stranded
structure (I). This process generates the Fok I binding domain,
and the association of the endonuclease to the duplex leads to
the scission of the double-stranded recognition sequence, and to
the formation of a DNA–Fok I cutter, II. The hairpin nucleic
acid (c) acts as the fuel and includes sticky ends that hybridize
with the cutter unit. It also includes in its structure a fluorophore
F (fluorescein) and a quencher unit Q (tetramethylrhodamine),
which are positioned at distances that lead to the total quenching
of the fluorescence. The hybridization of (c) with the cutter II
leads to a duplex that is cleaved by the cutter, yielding waste
products (d) and (e) and the complex III that is a cutter unit
by itself and is fuelled by the original substrate (c). Thus, the
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Fig. 14 (A) A self-replicating FokI–DNA machine generation upon the
analysis of strand (b). The FokI–DNA machine is activated by the fuel
(c) and yields a fluorescent waste product as a reporter for the operation
of the machine. (B) The time-dependent fluorescence intensities generated
by the machine upon analysing different concentrations of target mutant
DNA from 10−6 M to 10−14 M (a–d), wild type DNA (10−6, e), and a
foreign DNA (10−6, f). (Part B reproduced from ref. 16 with permission
from Wiley-VCH.)


primary detection of the analyte (b) triggers the formation of
the DNA scission machine, and in the presence of fuel (c), the
autonomous replication of the cutter unit is activated. The newly
formed waste product (d) is fluorescent due to the separation
from the quencher unit, and thus spotlights the operation of
the machine and the sensing process. Fig. 14(B) shows the time-
dependent increase in fluorescence intensity generated by the
system analysing different concentrations of (b). The presence of
the mutant sequence could be detected by the DNA–FokI machine
with a sensitivity that corresponds to 1 × 10−14 M.


A DNA–FokI-based machine was employed as a DNA signal
translator that triggers the release of a protein,17 Fig. 15(A). The
system consists of a hairpin structure A, the enzyme FokI, and
a double-stranded DNA comprising a nucleic acid (g) that is
hybridized to a protecting nucleic acid (h). The nucleic acid (g)
includes two complementary single-stranded ends (X) and (Y).
The hybridization of the protecting nucleic acid (h) to (g) yields
a stable duplex that prevents the hybridization of the units (X)
and (Y). Introduction of the “input” nucleic acid (k) activates
the machine by separating the duplex between (h) and (g), a
process that yields a stable double-stranded “waste” (l). The single-
stranded ends of the separated nucleic acid (g) self-assemble into
the hairpin structure (ga), and the sticky ends of (ga) and the
hairpin (A) generate the complex (P), which includes the binding
site for FokI. Scission of the complex P regenerates (ga) and
FokI, and the component (A) is cleaved into fragments that lack


Fig. 15 A FokI–DNA machine for the controlled release of an ap-
tamer-bound protein.


duplex stabilization because of a low contact of complementary
bases. The released single-stranded nucleic acid (Q) may be
employed as an effector unit that triggers a secondary device, for
example, a G-quadruplex self-assembled from a single-stranded
DNA that acts as an aptamer for thrombin.51 Previous studies
have demonstrated that hybridization of a nucleic acid to the
aptamer perturbs the G-quadruplex and separates the aptamer–
thrombin complex.52 Accordingly, an effector nucleic acid Q that
hybridizes with the thrombin aptamer was designed, Fig. 15(B).
The hybridization event led to the separation of the thrombin
molecule from the aptamer and to the disassembly of the G-
quadruplex structure. The latter effect was followed by labeling the
aptamer with a donor–acceptor pair of dyes. In the G-quadruplex
the aptamer reveals FRET emission, due to the proximity of
donor and acceptor. The dissociation of thrombin and the
dismantlement of the G-quadruplex block the FRET process.
This DNA–FokI machine mimics several fundamental biological
functions operating in nature. The “allosteric regulation” is a
key principle of many biocatalytic transformations, and inter-
protein communication is often triggered by a conformational
change, induced by an effector–cofactor molecule. Similarly, in the
present system, the aptamer–protein complex is separated by the
conformational perturbation of the aptamer caused by the effector
nucleic acid generated by the DNA–FokI machine. The system
highlights the versatility of future applications of DNA machines.
The nucleic acid sequence in the strand (g), which forms the (g)–
(h) duplex, is of arbitrary composition and does not participate in
the functional operation of the machine. As a result, this sequence
may be considered as the probe nucleic acid that upon sensing of
(h) activates the machine. Furthermore, the system reveals a chain
process where the presence of a certain DNA sequence translates
into an effector molecule that triggers the release of a protein.
Such systems may be valuable for controlled drug-delivery.


Conclusions and perspectives


Substantial progress has been achieved with the design of DNA-
based machines that perform mechanical functions such as
scission, rolling or directional motion. Albeit at first glance these
concepts seem to only satisfy scientific curiosity, the emerging
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systems highlight extremely valuable and promising applications
of DNA-based machines. Ultrasensitive biosensing schemes may
be envisaged, and promising amplification routes for bioanaly-
sis have already been described. The autonomous synthesis of
DNAzymes and the replication of catalytic DNAs represent the
“seeds” of analytical processes that might replace the legendary
PCR protocol. The DNA-based machines are of value not only
for DNA analysis, but might be coupled to other biosensing events
such as antigen–antibody studies. The coupling of DNA machines
to antibody labels and their use as immunological amplicons is a
natural extension.


Other future applications of DNA-based machines would
include controlled transport and release of drugs and the ac-
tivation of nucleic acids at cellular targets by external triggers.
The recent advances in the application of siRNA highlight the
potential of short single-stranded oligonucleotides for the in vivo
manipulation of gene expression.53 The use of DNA machines
might have an even broader impact in the rapidly developing
field of nanobiotechnology. The autonomous synthesis of nu-
cleic acid sequences of pre-designed composition might provide
useful templates for the synthesis of metallic or semi-conductor
nanocircuitry. Alternatively, the machine-synthesized nucleic acid
hairpins may act as templates for the secondary self-assembly of
ordered metal and semi-conductor nanoparticles, thus leading to
the fabrication of nanoscale devices.
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EPR spectra of cyclodextrins labelled with TEMPO derivatives (SL-CDs) are sensitive to complexation
with large guest molecules. We used SL-CDs to explore the behaviour of concentrated PEG/PPG
solutions. The relationship between rotational correlation times and solvent viscosity showed
significant deviations from the Debye–Stokes–Einstein equation, probably due to self-aggregation of
alkylene glycols in concentrated solutions. The data fit the fractional Debye–Stokes–Einstein equation
well. We have also studied complexation of SL-CDs with adamantane-functionalised DAB dendrimers.
The strength of binding increases with dendrimer generation; formation of supramolecular aggregates
at high concentrations was observed with the generation 3 dendrimer.


Introduction


Cyclodextrins (CDs) are rigid molecules with a hydrophobic
cavity and hydrophilic exterior which determine their ability to
bind various low molecular weight compounds and parts of
larger molecules, both in solution and in the solid state.1,2 Host
properties of CDs are exploited in the practical applications in
food and pharmaceutical industries, in modelling of enzymatic
processes, chromatography and capillary electrophoresis.3 Recent
examples of supramolecular chemistry of CDs include construc-
tion of molecular machines based on rotaxanes,4 polyrotaxanes,5–7


catenanes,8 and design of molecular printboards prepared by self
assembly of CD derivatives on different surfaces.9


Inclusion complexes and molecular assemblies of CDs can
be studied by a variety of analytical methods which provide
information on kinetics and thermodynamics of association and
on the structure of supramolecular assemblies. We are interested
in using EPR spectroscopy to probe the structure and dynamics of
supramolecular assemblies of CDs. EPR is particularly suitable for
studying supramolecular interactions as this technique is sensitive
to local structure in the vicinity of spin labels and molecular
dynamics on the nanosecond timescale. EPR can of course only
be used if either the host or the guest molecules are paramagnetic.


There have been many reports of the inclusion complexes
of paramagnetic species with cyclodextrins studied by EPR
spectroscopy. The interaction of sterically protected, stable free
radicals (e.g., TEMPO derivatives) with CDs leads to a smaller
nitrogen hyperfine splitting aN, which indicates that the radical
is in a less polar environment than pure water (e.g., in the CD
cavity). Unfortunately, the differences are small, and EPR spectra
cannot provide a clear distinction between free and complexed
TEMPO radicals.10 Complexation of other free radicals, however,
can often be observed. For instance, Kotake and Janzen were able
to characterise the interaction between diphenylmethyl tert-butyl
nitroxide with CDs.11–13 Formation of inclusion complexes of CDs
with nitroarene radical anions14 and N-alkylphenothiazine radical
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cations has also been reported.15 Tordo et al. studied trapping
of oxygen-centred radicals with nitrones in the presence of CDs.
Formation of inclusion complexes in this case led to an increase of
their half-life.16–18 Lucarini et al. also explored inclusion complexes
formed between organic radicals and CDs.19,20


Attaching a paramagnetic moiety to cyclodextrin makes it
possible to expand the scope of EPR studies to complexes of
CDs with unlabelled molecules. We have previously reported the
synthesis of three spin-labelled cyclodextrins (SL-CDs, Fig. 1).
Unfortunately, we found that complexation of these probes with
small molecules did not lead to appreciable changes of the EPR
spectra. However, EPR can detect incorporation of SL-CDs in
large supramolecular assemblies.21


Fig. 1 Structure of spin labels.


In this paper, we examined the interaction of SL-CDs with
two types of “large” molecules: polyethylene and polypropylene
glycols in concentrated aqueous solutions, and adamantane-
functionalised dendrimers.
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Results and discussion


Interaction of SL-CDs with PEG 600 and PPG 425


Aqueous solutions of polyethylene glycols (PEGs) have attracted
much interest. They were studied using ultrasonic techniques,
photon correlation spectroscopy, NMR, dynamic and static light
scattering, viscosity measurements.22–26 Importantly, some reports
conclude that aqueous solutions of PEGs are not homogeneous
but contain polymer aggregate (or clusters) and free polymer which
coexist in a thermodynamic equilibrium depending on the solvent,
temperature, concentration.22,23


Polyalkylene glycols often form crystalline inclusion complexes
with CDs. For instance, polypropylene glycols (PPGs) form such
complexes with b-CD and c-CD, PEG with a-CD.2,28,29 However,
some of these complexes (including b-CD with PEG) are soluble in
water. We have studied the interaction of PEG and PPG with SL-
CDs and a model spin probe TG-TEMPO (Fig. 1) in concentrated
aqueous solutions.


EPR spectra of these solutions showed the progressive immobili-
sation of the spin probe with increased PEG concentration (Fig. 2).
EPR parameters for PEG 600 and PPG 425 solutions are shown in
Tables 1 and 2, respectively. The spectral parameters for all spectra
were calculated using Kivelson theory27 except MTCYC. MTCYC
in 40 and 50% PEG/PPG solutions showed spectra typical of slow
motion. Rotational correlation times (s) for all MTCYC solutions
were therefore calculated from the diffusion rates obtained by
spectra simulation with the NLSL programme.30 Simulation were
performed using literature values for the A and g tensors (except


Fig. 2 EPR Spectra of CYCAT and MTCYC in water and PEG 600
solutions.


Azz which was optimised during the fit).31 Good fits were obtained
by assuming a simple model of isotropic Brownian diffusion.


We assumed that most SL-CD is complexed with PEG
molecules. Binding constants for similar complexes between native
b-CD and PEG are ca. 105 M−1.32 The concentration of SL-CD
was 1 mM, so PEG molecules were in large excess.


The aN values decrease with increased concentration of PEG
600 which is consistent with the reduced hydrophilicity of the
concentrated PEG solutions (Table 1). The same behaviour is
observed in the case of PPG 425 (Table 2). Interestingly, the
mobility of the three SL-CDs is significantly different. MTCYC
has the longest rotational correlation time (s). In 40% and 50%
PEG/PPG solutions, MTCYC has spectra typical of slow motion
(Fig. 2), while all other spectra show fast motion. This is because
the linker between the nitroxide and the CD in this molecule is
quite rigid, and hence the spin probe reports on the movement of
the whole molecule (e.g., MTCYC–PEG complex). On the other
hand, in CYCAT and TCYC the linker is much more flexible, and
therefore the s values are strongly affected by the local motion.
For example, the s values for solutions of CYCAT in PEG vary in
a relatively narrow range (from 3.11 to 8.30) compared to much
more rigid MTCYC.


The s values can be correlated with the solution viscosity g and
hydrodynamic radius of the probe Rh according to the Debye–
Stokes–Einstein relationship [eqn (1)]:33


s = 4pgR3
h


3kT
(1)


However, application of this equation to the data in Tables 1, 2
(and literature data on viscosity and density for PEG26 and PPG34)
showed that the relationship between the rotational correlation
time and viscosity is not linear. The deviation from eqn (1) is
commonly observed for mixed solvents, and is often attributed
to non-Brownian motion, specific solvent–solute interactions,
change in the hydrodynamic boundary conditions (e.g., if solvent
mixture is inhomogeneous).35 The data analysis in these cases
is usually carried out using fractional Debye–Stokes–Einstein
relationship [eqn (2)]:36


s


ss


=
(


g


gs


)q


(2)


Here, the relative values of rotational correlation time (e.g., relative
to a pure solvent) are correlated with relative viscosity. The scaling
factor q depends on both the solvent and solute molecules.


Table 1 Rotational correlation times s and hyperfine splittings aN of SL-CDs in concentrated PEG 600 aqueous solutions


TG-TEMPO TCYC CYCAT MTCYCa


PEG 600% aN/G s × 1010/s aN/G s × 1010/s aN/G s × 1010/s 1/(6D) × 1010/s


0 17.05 0.54 16.77 4.55 16.86 3.11 4.19
5 17.03 0.58 16.73 5.58 16.79 3.75 4.81


10 17.01 0.69 16.69 6.80 16.84 4.00 5.70
15 16.98 0.78 16.68 7.98 16.73 4.31 8.01
20 16.94 0.86 16.61 8.99 16.81 4.47 9.29
30 16.89 1.17 16.57 14.63 16.79 5.32 13.80
40 16.80 1.60 16.52 21.34 16.70 6.29 24.20
50 16.66 2.42 16.33 31.9 16.60 8.30 34.98


a Calculated from the isotropic diffusion rate D. The s value for MTCYC in water calculated according to ref. 27 is 7.74.
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Table 2 Rotational correlation times s and hyperfine splittings aN of SL-CDs in concentrated PPG 425 aqueous solutions


TG-TEMPO TCYC CYCAT MTCYCa


PPG 425% aN/G s × 1010/s aN/G s × 1010/s aN/G s × 1010/s 1/(6D) × 1010/s


5 17.01 0.78 16.85 5.43 17.01 3.10 4.86
10 16.99 0.81 16.84 6.38 16.99 3.26 5.10
15 16.89 1.07 16.85 6.75 16.99 3.80 7.03
20 16.86 1.24 16.83 7.08 16.98 4.52 7.36
30 16.75 1.88 16.81 8.42 16.89 4.93 14.85
40 16.60 2.71 16.73 9.16 16.77 7.00 25.64
50 16.40 4.15 16.60 12.98 16.65 9.39 32.50


a Calculated from the isotropic diffusion rate D. The s value for MTCYC in water calculated according to ref. 27 is 7.74.


Fig. 3 Fractional Debye–Stokes–Einstein relationship for spin-labelled cyclodextrins in PEG 600 (A) and PPG 425 (B) solutions.


Eqn (2) showed good fit to our experimental data (Fig. 3).
Interestingly, the deviation from eqn (2) is significantly bigger
for MTCYC and TCYC as compared to CYCAT and TG-
TEMPO. We believe that this deviation is related to the flexibility
of the linker connecting the spin probe to the rest of the molecular
assembly. In the case of TG-TEMPO and CYCAT, the nitroxide
dynamics report on the local environment, “microviscosity”,
which is considered by the Debye–Stokes–Einstein equation. In
MTCYC and TCYC the linker is much more rigid, the nitroxide is
strongly attached to the cyclodextrin and hence to the molecule of
cosolvent (PEG or PPG). The tumbling of these species therefore
can no longer be approximated by Brownian motion of a spherical
probe.


The values of the scaling parameter q were 0.51 (0.75), 0.68
(0.38), 0.33 (0.45), and 0.74 (0.77) for TG-TEMPO, TCYC,
CYCAT, and MTCYC in PEG (PPG) solutions, respectively.
We believe that such big variation of the scaling factor with
the structure of the spin label is best explained by the non-
homogeneous nature of concentrated aqueous PEG solutions.
Aggregation of PEG chains would affect SL-CDs differently, due
to the different chain length and flexibility of the linker. Hence
one could expect different scaling factors for these molecules.
Aggregation of PEG in aqueous solutions has also been proposed
in the literature.23–26


Our data are thus best rationalised as follows. We have earlier
proposed that in aqueous solution SL-CDs form self-inclusion
complexes. In PEG/PPG solutions, this self-inclusion equilib-
rium is perturbed by host–guest interaction with the polymer


molecules. This process is further complicated by the aggregation
of PEG/PPG chains, so that the environment around the spin
probes is less viscous compared to the average viscosity in the
bulk solution.


Interaction of SL-CDs with adamantane-functionalised dendrimers


In our earlier communication,21 we found that EPR parameters
of SL-CDs do not change significantly upon interaction with
small guest molecules. For instance, complexation between SL-
CDs (10−3 M) with adamantanamine (1 mM–1 M) leads to a very
small increase of the aN value (0.05–0.1 G) and a small decrease
in s (15–20%). These changes can be explained if we consider
that complexation of SL-CD with a guest is in competition with
the self-inclusion process. Upon host–guest complexation, the
paramagnetic moiety is pushed out of the cyclodextrin cavity into
a more polar surrounding. Unfortunately, the spectral changes
were too small for a reliable analysis of the complexation.


In order to probe the complexation of the adamantane moiety
with CDs, we prepared spin labelled adamantane (AT, Fig. 1) and
explored its interactions with unlabelled CDs. Table 3 shows the
EPR parameters for the AT (saturated solution, ca. 0.1 mM) at
different concentrations of b-CD. One can see that the s value
increases abruptly upon addition of b-CD but then continues to
increase further with the increased concentration of b-CD. At
the same time, the aN value is not influenced significantly until
5 × 10−3 M of b-CD, which implies that the polarity of the
paramagnetic moiety environment does not change. We believe
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Table 3 EPR parameters of AT at different concentration of b-CD


[b-CD]


0 10−4 5 × 10−4 10−3 5 × 10−3 10−2


aN/G 17.03 17.02 17.00 17.00 17.03 16.93
s × 1010/s 0.83 2.50 2.73 2.78 2.98 3.46


that these observations can be explained by sequential complex-
ation of the adamantane and TEMPO units of the AT molecule.
The binding constants of adamantanes with b-CD are usually
around 104–105 M−1,37 while for the TEMPO derivatives these
values are significantly lower (102–103 M−1).10–14 Hence at lower
concentrations of b-CD, the complexation of the adamantane
moiety is most likely. This leads to the reduction of the spin probe
mobility (s value, Table 3), but does not change the polarity in the
vicinity of the TEMPO unit. At higher concentrations of b-CD,
formation of the 1 : 2 complex is likely (e.g., with both adamantane
and TEMPO units complexed by the CD cavities), which leads
to reduction of the polarity (e.g., lower aN value). Although the
complexation of adamantane with the CD cavity has certainly
taken place, the changes in the EPR parameters are again too
small for quantitative analysis.


In order to increase the sensitivity of the EPR parameters
to host–guest complexation of SL-CDs, we prepared a series
of adamantane-functionalised poly(propylene imine) dendrimers.
The large size of the dendrimer molecules should lead to a
significant increase of the s values of SL-CDs upon complexation.
The dendrimers were functionalised with several adamantane
groups following a literature procedure.38,39 The average number
of adamantane moieties per dendrimer was calculated from the
relative intensity of the NMR signals of CH2NHCO group. The
functionalised 1st, 2nd and 3rd generation dendrimers were labelled
ADAB8, ADAB16 and ADAB64; these molecules had 2.8, 4.0 and
4.4 adamantane groups per dendrimer, respectively.


We recorded EPR spectra for TCYC at pH 7 in the presence
of different concentrations of each functionalised dendrimer. An
increase in the s values was observed for all dendrimers; however
the changes were most pronounced for ADAB16 (Fig. 4). The
relatively similar changes in s for ADAB8 and ADAB64 are
probably due to the significant flexibility of the dendrimers. The
immobilisation of the TCYC molecule upon complexation (as


reported by the s values) depends primarily on the mobility of
the dendrimer branch (e.g., local motion), and not on the overall
size of the dendrimer molecule (e.g., the spin label does not feel the
tumbling of the dendrimer as a whole). Similar phenomena were
reported for other related systems.40,41


The values of s can be used to calculate binding constants for
the complexation of adamantane functionalised dendrimers with
TCYC. We found that for the mixture of two species (e.g., bound
and unbound dendrimer), s values are linearly proportional to
the composition of the mixture. This makes it possible to estimate
binding constants by regression analysis assuming formation of
a simple 1 : 1 complex between the adamantane moiety and the
cyclodextrin.


Fig. 4 shows the variation of s values for TCYC in the presence
of functionalised dendrimers. The data for ADAB8 and ADAB64
dendrimers can be fitted well with the simple binding model.
However, complexation of ADAB16 with TCYC showed much
higher s values, particularly at high concentrations of TCYC. This
concentration dependence of s can only be explained by formation
of aggregates in solution. We assume that this aggregation follows
the complexation between CD cavities and adamantane moieties
(Fig. 5). It is not clear why aggregation is only observed with
ADAB16, and not with the higher or lower generation dendrimers.


Fig. 5 Aggregation in the mixture of TCYC–ADAB16.


The binding constants calculated from the data in Fig. 4 were
160, 700 and 950 M−1 for ADAB8, ADAB16 (calculated for the
lowest concentration of TCYC where aggregation is minimal) and
ADAB64, respectively. It is interesting to see that binding strength
increases with dendrimer generation. However, all association


Fig. 4 Experimental s values (data points) and best fits (lines) for mixtures of TCYC with adamantane-functionalised DAB dendrimers ADAB8 (A),
ADAB64 (B) and ADAB16 (C).
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constants are much smaller than typical values for adamantane–
b-CD complexation. We believe this is due to the self-inclusion of
TCYC.


Experimental


Methods


1H-NMR spectra were recorded on a JEOL EX270 NMR spec-
trometer. ESI mass spectra were measured on a VG Autospec mass
spectrometer. EPR spectra were recorded on a JEOL JESRE1X
spectrometer with a 100 kHz modulation frequency, a microwave
power of 1 mW and a modulation amplitude of 0.1 mT.


Materials


Solvents and chemicals were purchased from Aldrich (DAB-
Am-8, DAB-Am-16 and DAB-Am-64, PEG 600, PPG 425,
N-hydroxysuccinimide, adamantane carbonyl chloride), Fluka
(DCC), Avocado (adamantane carboxylic acid) and used as
received.


Succinimidoyl adamantane carboxylate was synthesised from
adamantane carboxylic acid and N-hydroxysuccinimide using a
standard protocol for DCC coupling.39


Fully adamantane-functionalised DAB dendrimers were
synthesised according to a literature procedure.38 Partially
adamantane-functionalised DAB dendrimers were obtained by
mixing solutions of DAB-dendr-(NH2)n (1 mmol) in CH2Cl2


(10 ml) with the appropriate amount of succinimidoyl adamantane
carboxylate. The reaction was stirred for 24 h and subsequently an
equal volume of a NaOH solution (1 M) was added. After one day,
the organic phase was extracted and the solvent was evaporated
in vacuum.


Adamantane-TEMPO (AT) was prepared by adding adaman-
tanecarbonyl chloride (0.198 g, 1 mmol) to a solution of 4-amino-
TEMPO (0.171 g, 1 mmol) in DCM in the presence of few drops of
pyridine. After stirring for 1 day, the reaction mixture was washed
with aq. HCl to extract the unreacted 4-amino-TEMPO. The
organic phase was separated and the solvent was evaporated in
vacuum to yield the crude product (yield 80%), which was purified
by column chromatography. ESI-MS, m/z: 332 (100%, AT − H+,
negative ions) or 356 (100%, AT + Na+, positive ions). EPR, aN:
17.08 G (H2O).


TG-TEMPO was prepared by mixing carboxy-TEMPO
(220 mg, 1.1 mmol) with a solution of triethylene glycol
monomethyl ether (0.164 g, 1 mmol) in DCM in the presence
of DCC (251 mg, 1.2 mmol) and DMAP (1 mmol). After stirring
for one day at room temperature, the reaction mixture was washed
successively with 0.1 M HCl and aq. NaHCO3 solutions. The
organic layer was dried (Na2SO4). The solution was concentrated
and TG-TEMPO was purified by column chromatography (10%
ethyl acetate–DCM) to yield 0.170 mg (46%). ESI-MS, m/z: 369
(100%, TG-TEMPO + Na+).


Conclusions


Spin labelled cyclodextrins make it possible to use EPR spec-
troscopy to monitor various supramolecular interactions, partic-


ularly with large guest molecules. This system may help address a
number of important issues, including formation of mesoporous
materials using cyclodextrins or PEG–cyclodextrin complexes as
templates, interactions of cyclodextrin with surfactants (especially
at higher concentrations) and biological molecules.
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A number of amide-linked oligopyrroles based on distamycin molecules have been synthesized by
solid-state methods, and their interactions with a human intramolecular G-quadruplex have been
measured by a melting procedure. Several of these molecules show an enhanced ratio of quadruplex vs.
duplex DNA binding compared to distamycin itself, including one with a 2,5-disubstituted pyrrole
group. Quadruplex affinity increases with the number of pyrrole groups, and it is suggested that this is
consistent with a mixed groove/G-quartet stacking binding mode.


Introduction


The telomerase enzyme complex, which catalyses the synthesis
of telomeric DNA repeats, is responsible for the maintenance
of telomere integrity in cancer cells, and plays a major role in
their immortalisation.1–3 Telomerase, which is expressed in 80–
90% of cancer cells, and not significantly up-regulated in normal
somatic cells, is therefore a key target for selective therapeutic
intervention.4 One particular strategy involves the targeting not
of the enzyme per se, but its substrate, the single-stranded 3′


overhang of telomeric DNA.5 In this approach, small-molecule
telomere targeting agents induce this guanine-rich DNA to fold
into an intramolecular quadruplex structure, which cannot be
recognized by the RNA template domain of telomerase and so
cannot act as a substrate for the enzyme itself.6 In addition
quadruplex formation may dissociate telomere ends from physical
association with telomerase and other telomere-binding proteins,7


which in cells then results in the triggering of a DNA damage
response and eventual cell death.8 A large number of such small
quadruplex-binding molecules have been studied,9–16 the majority
of which have high affinity for quadruplex DNAs by virtue of their
possessing a planar aromatic chromophore such as an acridine,
anthraquinone or porphyrin, which can interact with the planar
G-quartet surface of a quadruplex by p–p interactions. A lead
compound, BRACO-19, from one such series, of trisubstituted
acridines, has selectivity for quadruplex vs. duplex DNA,14 and
shows cellular effects consistent with G-quadruplex formation and
telomere targeting17 as well as demonstrating in vivo antitumour
activity in a xenograft model.18


An extended heteroaromatic chromophore is not an essential
feature of quadruplex-binding ligands, as shown by molecules
such as the cyclic oxazole natural product telomestatin,13 and
by pyridine derivatives19 and triazines20 bearing x-aminoalkyl
substituents. We report here on another category of ligand, based
on the polyamide architecture that has been extensively explored
for sequence-selective binding to duplex DNA. We have taken
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the tri-N-methyl-pyrrole duplex-DNA binding ligand distamycin
A21 (Fig. 1) as a lead molecule. Derivatives of distamycin A have
been previously reported to be inhibitors of the human telomerase
enzyme22 although distamycin A itself lacks activity. Recent NMR
studies23,24 have suggested that distamycin A is also able to interact
with G-quadruplex DNA. Two contrasting alternative models
have been proposed in which (i) distamycin molecules bind as
dimers in two of the four grooves of a quadruplex,23 and (ii) in
which two molecules of distamycin A extend over each of the two
G-tetrad planes in a 4 : 1 binding mode.24


Fig. 1 Distamycin A.


We describe here the solid phase synthesis of a number of
distamycin A polyamides and assess their ability to selectively
bind to telomeric G-quadruplex DNA, in comparison with their
binding to duplex DNA. Distamycin A is a classic DNA minor
groove binder,21 with selectivity for the narrow, deep minor
groove of B-DNA A/T sequences, derived from its planar, curved
isohelical structure.25 The observation of the side-by-side binding
of distamycin A in longer A/T sequences,26 ultimately led to
the design of the sequence-reading oligopyrrole carboxamide
(polyamide) hairpin structures.27 These molecules can be used to
target particular DNA sequences and act as inhibitors of DNA–
protein interactions.28


Key to the successful development of distamycin A polyamide
molecules as quadruplex binding and stabilizing agents is the
ability to selectively target G-quadruplex over duplex DNA. Using
qualitative molecular modeling with the human intramolecular
G-quadruplex structure,29 we reasoned that if a 2,5-disubstituted
pyrrole-carboxamide were also to adopt the isohelicity required
to complement the duplex structure, it would then position the
N-methyl group into rather than out of the groove, causing a
steric clash that would inhibit binding to duplex DNA but would
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Table 1


n 2,4-Substituted oligomers 2,5-Substituted oligomers


1 AcPy2bAlaDp (1) Ac(2,5-Py)PybAlaDp (6)
2 AcPy3bAlaDp (2) Ac(2,5-Py)Py2bAlaDp (7)
3 AcPy4bAlaDp (3) Ac(2,5-Py)Py3bAlaDp (8)
4 AcPy5bAlaDp (4) Ac(2,5-Py)Py4bAlaDp (9)
5 AcPy6bAlaDp (5) Ac(2,5-Py)Py5bAlaDp (10)


have little effect on G-quadruplex affinity. We initially assumed a
structural model with distamycin bound on a terminal G-quartet
of a quadruplex, analogous to the planar chromophore binding
mode observed in quadruplex–ligand crystal structures,30 and thus
distamycin would not be intercalated between quartets.


Although our modeling studies suggested that steric crowding
around a centrally-positioned 2,5-analogue may cause synthetic
problems, we reasoned that the design of end-substituted (either
amino or acid terminus) derivatives would be feasible and would
allow the testing of the design. Loss of isohelicity also accompanies
the synthesis of longer duplex-binding distamycin analogues,31 but
would not be expected to have an effect on a stacking binding mode
to a G-quadruplex structure. Therefore, a series of distamycin A
polyamides (2–11, Table 1) containing 2,5-disubstituted pyrroles
and of increasing length were prepared by solid phase synthesis
and their relative binding affinities for duplex DNA and G-
quadruplex DNA determined by a FRET (fluorescence resonance
energy transfer) assay modified by us32 for this purpose.


Results


Monomer synthesis


Solid phase synthesis provides a rapid and effective route to
extended polyamides.33,34 For the synthesis to proceed, large
amounts of the HOBt active ester of both the 2,4 and 2,5-
regioisomers were required (Scheme 1). Synthesis of 19 and 21
followed modifications of the literature procedure reported for
21.33 A first point of consideration was a synthesis of 14 as a
step towards 19. The preparation of 14 has been achieved by
nitration of commercially available 1-methylpyrrole-2-carboxylic
acid followed by esterification to give a mixture which on
separation affords 14 (11%) and the regioisomer methyl 4-nitro-
1-methylpyrrole-2-carboxylate (42%).35 A small amount of 2,4-
dinitro-1-methylpyrrole may also be isolated.36 The nitration of
11, prepared from 1-methylpyrrole, has also been reported to
proceed regioselectively with isolation of the 4-nitro-isomer in
reasonable yield through fractional crystallization from isopropyl
alcohol at −20 ◦C.33 It had not been reported whether the nitrating


Scheme 1 Monomer synthesis. i) HNO3 dropwise, Ac2O, −40 ◦C–rt,
(CH3)2CHOH, −40 ◦C ii) 0.05 equiv. DMAP, MeOH, rt, N2 iii) H2 (30 psi
for 20), 10% Pd–C, THF (EtOAc for 20) iv) 1.2 equiv. Boc2O, 1.1 equiv.
TEA, 1,4-dioxane, D v) 2 M aqueous NaOH, MeOH, 60 ◦C vi) HOBt,
EDCI or DCC, DMF, rt, N2.


mixture contained the 5-nitropyrrole or the 4,5-dinitropyrrole as
described for the related nitration of 1-methylpyrrole-2-carboxylic
acid. Investigation of this reaction indicated that the 5-nitro isomer
13 was present in the nitration mixture. As this route is amenable
to very large scale synthesis33 from cheap starting materials, we
reasoned that the isolation of 13 from the nitration mixture
could give significant amounts of material, albeit with a low but
acceptable yield (18%) at this early stage. Hence this route was
adopted towards a synthesis of both 12 and 13 as steps towards
21 and 19 respectively.


Trichloroacetylation proceeded as previously reported.33 Nitra-
tion under the usual conditions was followed by fractional crystal-
lization to isolate pure 4-nitro-regioisomer 12. Chromatography of
the crystallization solvent gave pure 13 in 18% yield, along with
further amounts of 12. Esterification of 13 (step ii, Scheme 1)
was rapidly effected with catalytic DMAP in methanol at room
temperature in 80% yield. Conditions utilizing sodium methoxide,
as previously described,33 were not required and, in our hands,
this reaction also proceeds efficiently with the 2,4-regioisomer
12. The difference in reactivity and solubility between the 2,5-
disubstituted intermediates and their 2,4-counterparts manifested
itself in several of the subsequent synthetic steps. Hydrogenation
of 14 to 15 was achieved under milder conditions (4.5 h at ambient
pressure and temperature) than those typically observed with the
2,4-disubstituted counterpart, where reaction required 30 psi of
hydrogen and remained, at times, irreproducibly stubborn to even
these conditions. The pyrrole amine 15, obtained as a red residue,
was immediately protected to give a mixture of mono- and di-Boc
products 16 (isolated yield 57%) and 17 (isolated yield 2%). In the
case of 2,4-disubstituted substrate 20 under identical conditions
only the mono-protected product was observed. Hydrolysis of
16 by heating with a 1 : 1 methanol–water solution of sodium
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hydroxide (7 equiv.) afforded 18 (79%). DCC or EDCI mediated
esterification of the acid 18 gave 19 in 94% yield (6% overall yield
from 11).


Solid phase synthesis


Manual solid phase synthesis of polyamides from 19 and 21 was
undertaken using standard coupling conditions.33,34 Chloranil has
been described as an effective colorimetric test for the presence
of aromatic amines37 and in this synthesis we utilized a chloranil
solution to assess coupling of the pyrrole amines. The syntheses
of 2,4-pyrrole oligomers 1–5 proceeded as planned with two
notable exceptions. Coupling between 21 and resin bound Py5


amine required an extended overnight reaction time period beyond
the standard 45 minutes. Acetylation of the resin bound Py6 amine
also required treatment beyond the standard 30 minute period.
Repeated treatments with a mixture of Ac2O, DIPEA in DMF of
1 h, 1.5 h and 2 h proceed with little conversion as indicated by the
chloranil test. However, utilization of a freshly prepared mixture
containing acetyl chloride (12 equiv.) and DIPEA (12 equiv.)
in DMF proved successful in reducing the reaction times to
30 minutes in subsequent experiments.


The synthesis of the 2,5-pyrrole oligomer series 6–10 proved
more demanding. To date, solid phase synthesis of polyamides
possessing a centrally positioned 2,5-pyrrole has not been dis-
closed. The synthesis of trimer 7 was attempted first and achieved
directly on the solid phase. Coupling of 19 to the resin bound
Py2 amine required repeated couplings and longer reaction times
consisting of three cycles of 45, 90 and 90 minutes duration.
However resin-bound Boc(2,5-Py)Py2 deprotection and acetyla-
tion proceeded smoothly. Resin cleavage by treatment with 3-
dimethylaminopropylamine gave 7 in a reasonable 55% yield
following purification by amine scavenge.


Attempts at the introduction of the 2,5-substituted pyrrole at the
N-terminus of longer polyamide chains (n > 2) proved fruitless.
LC/MS analysis of cleavage products indicated not only failed
acetylation but also failed couplings between the resin bound
pyrrole amines and 19 raising concerns over both the efficiencies of
this synthetic step and the sensitivity of chloranil as an analytical
tool. An alternative approach to step-wise solid phase synthesis
of polyamides has involved the coupling of a ‘preformed’ solution
phase prepared dimer into the growing polyamide chain.33,38 In this
way the troublesome coupling of 19 to a resin pyrrole amine could
be by-passed. We also sought to utilize the observed increased
coupling efficiency of HOAt active esters and hence 26 was
prepared.34 Synthesis of 25 (Scheme 2) was initially achieved
by the DMAP mediated coupling of 19 to 20 following Boger’s
related procedure39 to give 24 (53%) followed by hydrolysis and
esterification. However the expense incurred by the low yielding
synthesis of 13 towards 19 and the expense of the latter’s use in
solid phase syntheses prompted the use of haloform chemistry40


to direct a cheaper preparation of 24 and then 26.
Reaction of 13 and amine 20 catalysed by DMAP gave 22 (81%)


which on successive hydrogenation and Boc protection afforded
24 (44% over two steps). Hydrolysis and esterification gave 25 (8%
overall yield from 13). The use of dimer 25, rather than monomer
19, in coupling with resin bound pyrrole amines, proceeded with
greater ease. However the subsequent deprotection acetylation
cycle proved problematic. A bead colour change to purple on


Scheme 2 Dimer active ester synthesis. i) 20, DMAP (0.2 equiv.), THF,
N2, rt, 2 h, 81% ii) 30 psi H2, 10% Pd–C, EtOH, rt, 3 h iii) Boc2O, TEA,
1,4-dioxane, 85 ◦C, 16 h, 44% for 2 steps iv) NaOH, H2O–MeOH (1 : 1),
39% (27) v) EDCI, HOAt, DMF, rt, N2 21% (25 over 2 steps), 66% (28)
vi) Ac2O, DMAP, CH2Cl2, N2, 38% vii) 19, EDCI, DMAP, DMF, rt, N2,
53%.


the required extended acetylation limited the use of chloranil
but definitive LC/MS analysis of cleavage products indicated a
lack of success. Rather than carrying out the final acetylation
on bead we sought to undertake this in solution and hence the
dimer Ac(2,5-Py)PyOAt (28) was adopted as a synthetic target.
This was prepared by acetylation of 23 followed by hydrolysis
and re-esterification. The subsequent success in coupling 28 to
the appropriate pyrrole amine obviated the need to carry out the
troubling solid phase acetylation and brought with it ultimately
the synthesis of the remaining oligomers 6 and 8–10.


Quadruplex-binding assay


Polyamides were examined in a FRET (fluorescence resonance
energy transfer) assay to assess both their G-quadruplex DNA and
duplex DNA stabilising abilities. The assay was conducted using
the previously reported protocol.32 In brief, changes in the FRET
signal upon melting of telomeric G-quadruplex DNA and a duplex
DNA probe were observed under conditions approximating those
used in the crystallisation of the human intramolecular G-
quadruplex DNA structure29 (50 mM potassium cacodylate buffer,
pH 7.4). Analysis of this data provides changes in melting point
(DTm), a measure of DNA stabilization and ligand binding affinity.


G-Quadruplex DNA stabilization


As polyamide length increases, an increase in G-quadruplex (G4)
DTm was observed within both series of ligands 1–5 and 6–10.
This increased G4 stabilization is not linear, being small for the
tetramer 3 and even more so for compound 8. Comparing G4
stabilization across the series it is apparent that the 2,5-pyrrole


This journal is © The Royal Society of Chemistry 2006 Org. Biomol. Chem., 2006, 4, 3479–3488 | 3481







dimer and trimer, compounds 6 and 7, possess greater G4 DNA
binding affinity than the corresponding 2,4-pyrrole oligomers 1
and 2. This trend however is reversed when longer polyamides are
considered. The 2,4-polyamides 4 and 5 are more potent than their
2,5-pyrrole counterparts 9 and 10.


Duplex DNA stabilization


A near-perfect linear increase of DTm with polyamide length
was observed within the 2,4-pyrrole series 1–5. The binding of
compounds 6–10 to duplex DNA is not so consistent. Thus
tetramer 8 has a high DTm (16 ◦C) relative to the trimer 7
(1.3 ◦C) and pentamer 9 (8.5 ◦C). Across the two series, 2,5-
pyrrole tetramer 8 has increased duplex DNA binding affinity
relative to the 2,4-pyrrole tetramer 3. This relationship exists for
the dimers 6 and 1 but the magnitude of the difference is small. For
the remaining members, substitution of a 2,4-pyrrole heterocycle
(Py) with a 2,5-pyrrole heterocycle (2,5-Py) results in decreased
duplex DNA binding affinity. Distamycin A, as control, has a
DTm of 20.5 ◦C, much higher than the stabilization produced by
the synthetic trimers 2 (3.8 ◦C) and 7 (1.3 ◦C).


Discussion


We expected that polyamides beyond five contiguous rings would
display reduced duplex DNA affinity,16 as a consequence of the
problem of helical phasing. The results of this study indicate that
a plateau is yet to be reached after which introduction of addi-
tional pyrrole carboxamides for compounds 1–5 is penalized and
duplex DNA stabilization decreases, at least for the experimental
conditions employed here (Table 2). The DTm values show that
duplex DNA stabilization increases markedly after addition of a
pyrrole carboxamide to the pentamers 4 (DTm = 16.3 ◦C) and 9
(8.5 ◦C) to give hexamers 5 (25.3 ◦C) and 10 (22 ◦C) respectively.
In addition the viability of the concept of elongating polyamides
to enhance G-quadruplex binding at the expense of duplex DNA
affinity is demonstrated by the present FRET results. Compounds
4, 5 and 9 induce greater G4 stabilization than distamycin itself,
and thus show enhanced relative quadruplex affinity.


G-Quadruplex versus duplex DNA stabilization


All compounds (except 5) have decreased G4–duplex stabilization
compared to distamycin itself. G4 DNA stabilization for the 2,4-
pyrrole oligomers 1–5 follows the trend set for duplex DNA
stabilization, and all display 2–4 fold selectivity for duplex
DNA over G4 DNA. All the 2,5-pyrrole oligomers 6–10 display
selectivity for duplex DNA, with the one notable exception being
the trimer 7 which displays a preference for G4 DNA. This
preference is qualified by the modest DTm vales for both G4
DNA (3.3 ◦C) and duplex DNA (1.3 ◦C) although the ratio of
melting temperatures (duplex DNA DTm–G-Quadruplex DNA
DTm) is 0.4 whereas for the other polyamides reported here this
ratio is always >1. The selectivity shown by 7 is a consequence
more of its low duplex DNA stabilization than significant G-
quadruplex stabilization. Polyamides 8 and 9 have comparable
G4 DNA stabilization to 7 but also have significantly increased
duplex DNA affinity. Here the addition of a pyrrole carboxamide
seems advantageous for duplex binding but not for G-quadruplex
binding. There is an increase in G4 stabilization observed for 9
relative to 7, however this is accompanied by increased duplex
stabilization. Compound 5 is notable in showing a high level of
binding to both duplex and quadruplex DNA, so that the ratio of
melting temperatures favours quadruplex some 3-fold more than
distamycin itself.


The concept that incorporation of 2,5-pyrroles will promote
selective G-quadruplex binding is borne out in principle by these
FRET results. Comparison of melting temperature ratios (G-
quadruplex DNA DTm–duplex DNA DTm) for dimers 1 (0.3) and
6 (0.55) indicates that incorporation of the 2,5-pyrrole into the
polyamide scaffold has resulted in modest selectivity towards G4
DNA by decreasing duplex DNA binding affinity. However this
favourable effect is diluted with considering longer sequences. 2,4-
Pyrrole polyamides 4 and 5 have similar selectivity for G4 DNA
over duplex DNA compared to their 2,5-pyrrole counterparts
9 and 10. The unexpected finding here that the longer length
polyamides show the greatest quadruplex stabilization, suggests
that these may be binding in the grooves of a low-energy form
of the human intramolecular quadruplex structure. However the
short length of groove in these structures appears to be insufficient


Table 2 G-Quadruplex DNA and duplex DNA stabilization (FRET) for compounds 1–10, distamycin and the established quadruplex-binding molecule,
BRACO-1914


Compound Duplex DNAc/[DTm]D G-Quadruplex DNAb/[DTm]Q Ratio [DTm]D–[DTm]Q


1 1 0.3 3.33
2 3.8 1.8 4.75
3 10.8 2.7 4.00
4 16.3 7.2 2.26
5 25.3 14 1.81
6 2 1.1 1.81
7 1.3 3.3 0.39
8 16 2.4 6.67
9 8.5 3.8 2.24
10 22 9.1 2.42
BRACO-1914 11 31
Distamycin A 20.5 3.5 5.86


a Values reported are the average of two determinations at a compound concentration of 10 lM. b Using the labeled G-quadruplex telomeric sequence (5′-
FAM-d[GGG(TTAGGG)3]-TAMRA-3′). c Duplex DNA sequence d[TATATATATA] linked by hexaethyleneglycol and labeled with FAM and TAMRA
at 5′ and 3′ ends respectively.
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to accommodate the five or even six pyrrole-amide units in
compounds 4, 5 or 9. This apparent inconsistency may be resolved
by a binding model in which one end of these conformationally
flexible polyamides stacks onto G-quartet ends, and the other is
bound in a quadruplex groove. Such a model is stereochemically
feasible (Fig. 2) although as yet there is no experimental evidence
to support it.


Fig. 2 A qualitative molecular model of a six-repeat pyrrole polyamide
molecule (shown in space-filling mode), analogous to compound 5, docked
onto the crystal structure of the human 22-mer quadruplex structure29


(with the bases and backbone shown in cartoon form). Two repeats of the
polyamide are located in a quadruplex groove, and the others are stacked
on a terminal G-quartet surface.


Inhibition of telomerase by distamycin A and compound 7
was determined by the modified PCR based TRAP assay which
was performed as previously described.32,41 The two compounds
were examined in this way to a concentration of 100 lM and
concomitant controls were carried out to verify that there was
no interference with the correct functioning of Taq polymerase
at these concentrations. Distamycin exhibited a telEC50 of 25 lM
whereas compound 7 showed no telomerase inhibitory activity
at 100 lM. However, both compounds showed significant PCR
inhibition, suggesting that the positive results in the TRAP assay
were not necessarily indicative of telomerase inhibition per se.


Experimental


General


Microwave irradiation was performed with an Emrys Optimizer
from Personal Chemistry. Melting points (mp) were measured
with a Stuart Scientific SMP1 melting point apparatus and are
uncorrected. IR spectra were recorded using a Perkin Elmer SPEC-
TRUM 1000 FT-IR Spectrometer. Proton NMR spectra were
acquired in CDCl3, (Sigma-Aldrich) CD3OD (GOSS), DMSO-
d6 (GOSS) solutions with chemical shift (d) reported in ppm
relative to the internal standard TMS or for CD3OD solutions
relative to the residual solvent resonance (d = 3.31). Carbon
NMR spectra were recorded in CDCl3 solutions referenced to
the solvent peak (d = 77.0 ppm). LC/MS was performed using a
Waters system combining a 2695 separation module, a Micromass
ZQ spectrometer and a 2996 photodiode array detector. Mass
spectrometry and elemental analysis services (ESI, HRMS) were


provided by the School of Pharmacy. TLC analysis was carried out
on silica gel (Merck 60F-254) with visualization at 254 and 366 nm
and flash chromatography carried out with BDH silica gel (BDH
153325P). Treatment of an organic solution in the usual manner
refers to stepwise drying with magnesium sulfate, filtration and
then evaporation of the filtrate in vacuo. Reagents and chemicals
(including anhydrous 1,4-dioxane), excepting HBTU and HOBT
(Novabiochem), were purchased from Sigma-Aldrich. Solvents
were purchased from BDH. Anhydrous THF was distilled from
the ketal formed from sodium and benzophenone. The polyamide
monomer 21 was prepared via the intermediates 11, 12 and 20
according to the literature procedure33 as was acid 29.42


Polyamide synthesis


Solid phase synthesis of polyamides employed manual
methodologies.33,34 Thus this resin (0.75 mmol g−1) was placed
in a peptide reaction vessel and covered in DMF to swell for 1 h.
The reaction vessel was drained and the resin washed (DCM (2 ×
30 s) and DMF (1 × 30 s)). The Boc group was removed with
92.5 : 5 : 2.5 TFA–phenol–water (TPW) (1 × 30 s, 1 × 20 min)
and the resin washed. Coupling consisted of the addition of the
appropriate active ester (4 equiv.) in DMF, neat DIPEA (12 equiv.)
and then shaking for the stated time. Colorimetric analysis of
deprotection and coupling cycles was undertaken. Ninhydrin was
used in the first coupling cycle and then subsequently a 2% DMF
solution of chloranil (Avocado) was used as an indicator.22 With a
pyrrole amine on bead a resin sample was observed to turn brown
to black otherwise a resin sample was colourless. Splitting was
achieved by additional washing of the resin (2 × DCM) after a
completed coupling cycle and drying under suction. The resin was
weighed and divided by mass according to the desired splitting
factor. Solid phase acetylation was carried out by shaking with
freshly prepared mixture A for thirty minutes. The preparation of
larger, especially mixed, polyamides required repeated treatments
with mixture A hence in these cases this was substituted for
mixture B. Mixture A contained acetic anhydride (12 equiv.)
and DIPEA (12 equiv.) in DMF whilst mixture B contained
DMAP (2.5 equiv.) as an extra additive. Cleavage was undertaken
by heating resin with N,N-dimethylaminopropylamine (DAP) at
60 ◦C overnight. Product polyamides were isolated as oily solids
according to Chamberlin and Krutzik.34 Excess cleaving reagent
DAP was removed from polyamide products by use of a nucle-
ophile scavenging anhydride resin (Novabiochem MP anhydride),
followed by purification by ion exchange chromatography (Isolute
SCX2, Biotage). In this manner, polyamides 1–4 were constructed
using a split synthesis from PAMbAlaBoc resin. Polyamide 2 has
been reported previously.43 The polyamide AcPy6bAlaDp (5) was
prepared independently. Polyamide 7 was prepared by the coupling
of 19 to the resin Py2 amine followed by acetylation. Following
inefficiencies with this protocol, polyamides 6, 8–10 were prepared
by coupling 28 to the respective resin pyrrole amine. The columns
used were 500 mg SCX-2 columns. Samples were loaded into the
column, dissolved in 2 ml of methanol. Non-basic compounds
were washed off using methanol (2 × 2 ml) and 0.1 M ammonia in
methanol (1 × 2 ml). The basic product was collected using 1 M
ammonia in methanol (1 × 2 ml). The methanolic ammonia was
evaporated off to yield the free base.
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Biophysical studies


All oligonucleotides and their fluorescent conjugates were pur-
chased from Eurogentec (Southampton, UK). DNA was initially
dissolved as a stock 50 lM solution in purified water; further
dilutions were carried out in the relevant buffer.


The ability of the compounds to stabilise G-quadruplex DNA
was investigated using a fluorescence resonance energy transfer
(FRET) assay modified to be used as a high-throughput screen
in a 96-well format. The labelled oligonucleotide F21T (5′-
FAM-dGGG(TTAGGG)3-TAMRA-3′; donor fluorophore FAM:
6-carboxyfluorescein; acceptor fluorophore TAMRA: 6-carboxy-
tetramethylrhodamine) used as the FRET probe was diluted from
stock to the correct concentration (400 nM) in a 50 mM potassium
cacodylate buffer (pH 7.4) and then annealed by heating to 85 ◦C
for 10 min, followed by cooling to room temperature in the heating
block.


Compounds were stored as 10 mM stock solutions in DMSO;
final solutions (at 2 × concentration) were prepared using 10 mM
HCl in the initial 1 : 10 dilution, after which 50 mM potassium
cacodylate buffer (pH 7.4) was used in all subsequent steps. The
maximum HCl concentration in the reaction volume (at a ligand
concentration of 20 lM) is thus 200 lM, well within the range
of the buffer used. Relevant controls were also performed to
ascertain a lack of interference with the assay. 96-Well plates (MJ
Research, Waltham, MA) were prepared by aliquoting 50 ll of the
annealed DNA into each well, followed by 50 ll of the compound
solutions. Measurements were made on a DNA Engine Opticon
(MJ Research) with excitation at 450–495 nm and detection at
515–545 nm. Fluorescence readings were taken at intervals of
0.5 ◦C over the range 30–100 ◦C, with a constant temperature being
maintained for 30 s prior to each reading to ensure a stable value.
Final analysis of the data was carried out using a script written
in the program Origin 7.0 (OriginLab Corp., Northampton, MA).
The advanced curve-fitting function in Origin 7.0 was used for
calculation of DTm values.


Synthetic chemistry


5-Nitro-2-(trichloroacetyl)-1-methylpyrrole (13). A solution of
11 (10.10 g, 0.045 mol) in Ac2O (60 ml) was treated dropwise
with nitric acid (69%, 8 ml) over a period of 0.5 h at −40 ◦C in
a CCl4–dry ice bath. The reaction solution was allowed to warm
to rt and then stirred for 3 h. The solution was then cooled to
−40 ◦C, isopropyl alcohol (53 ml) added and the temperature
maintained at −40 ◦C for 0.5 h and −22 ◦C overnight. The
resultant brown solution was concentrated, poured into H2O and
the resulting mixture was extracted with CHCl3. The organic
extract was worked up in the usual manner to give a brown
residue which solidified on standing. The solid was triturated
with ice-cold EtOAc upon which a white solid (12), deposited.
The solid was collected by filtration and washed with ice-cold
EtOAc. The combined filtrate and washings were concentrated
and stored at −22 ◦C overnight to provide a second crop of
12. The brown residue resulting from evaporation of the filtrate
was submitted to flash column chromatography (1 : 4 EtOAc–
hexane) to afford, first, 13 as a pale green solid and then a further
amount of 12. Yield 13 (1.093 g, 18%): mp 67–69 ◦C; IR (cm−1)
1692, 1540, 1503, 1353, 1290, 1210, 1183, 1130;1H NMR (CDCl3)


d ppm 4.28 (s, 3H), 7.15 (d, 2H, J = 4.7 Hz), 7.44 (d, 2H, J =
4.9 Hz); 13C NMR (CDCl3) d 36.3, 95.2, 111.3, 120.4, 125.2, 142.9,
174.1.


Methyl 5-nitro-1-methylpyrrole-2-carboxylic acid ester (14)35.
DMAP (38 mg, 0.3 mmol, 0.05 equiv.) was added portionwise
to a stirred suspension of 13 (1.567 g, 5.8 mmol) in anhydrous
CH3OH (20 ml) under N2. The suspension was warmed slightly
to aid dissolution. After 15 min, a pale yellow solid precipitated
and the resulting suspension was stirred for a further 1.25 h. The
solid (14) was collected by filtration and a second crop isolated.
Total yield 14 (852 mg, 80%): mp 104–106 ◦C (MeOH) (lit.20 mp
114 ◦C); IR (cm−1) 3121, 2363, 1710, 1532, 1495, 1476, 1303,
1247; 1H NMR (CDCl3) d ppm 3.90 (s, 3H), 4.32 (s, 3H), 6.90
(d, 2H, J = 4.6 Hz), 7.13 (d, 2H, J = 4.5 Hz); 13C NMR
(CDCl3) d ppm 35.2, 52.1, 112.0, 115.7, 126.9, 141.3, 160.6.
Found C, 45.89; H, 4.30; N, 15.10. Calcd C, 45.66; H, 4.38; N,
15.21%.


Methyl 5-amino-1-methylpyrrole-2-carboxylate (15). Methyl
ester 14 (146 mg, 0.8 mmol) in anhydrous THF was stirred under
H2 in the presence of 10% Pd–C (30 mg) for 4.5 h. The reaction
mixture was filtered through Celite, the Celite was washed with
EtOAc and the combined filtrate and washings were concentrated
to give 15 as a red residue which was submitted directly to the next
synthetic step. Yield (123 mg, quantitative).


Methyl 5-[(tert-butoxycarbonyl)amino]-1-methylpyrrole-2-carb-
oxylate (16) and methyl 5-[(di-tert-butoxycarbonyl)amino]-1-
methylpyrrole-2-carboxylate (17). A solution of the amine 15
(618 mg, 4 mmol) and Et3N (0.6 mL, 446 mg, 4.4 mmol,
1.1 equiv.) in 1,4-dioxane was treated portionwise with Boc2O
(1.050 g, 4.8 mmol, 1.2 equiv.). The solution was then heated under
reflux and reaction progress monitored by TLC. On completion,
the solution was concentrated to give a mixture of 16 and 17.
Purification by flash chromatography (1 : 4 EtOAc–hexane) gave
17 (30 mg, 2%) and 16 (577 mg, 57%): 16 mp 87–88 ◦C; IR (cm−1)
3300, 2978, 1697, 1561, 1486, 1239, 1154, 1105, 747; 1H NMR
(CDCl3) d 1.49 (s, 9H), 3.76 (s, 3H), 3.79 (s, 3H), 6.02 (d, 1H, J =
3.6 Hz), 6.50 (bs, 1H), 6.89 (d, 1H, J = 4.2 Hz); 13C NMR (CDCl3)
d ppm 161.6, 153.5, 132.2, 119.2, 116.7, 103.0, 81.3, 50.9, 31.4,
28.1; HRMS (+ESI) m/z 255.1351 (MH+, C12H19N2O4 requires
255.1339). 17 Mp 110–112 ◦C; IR (cm−1): 2978, 1759, 1732, 1702,
1367, 1249, 1105; 1H NMR (CDCl3) d ppm 1.35 (s, 18H), 3.63
(s, 3H), 3.74 (s, 3H), 5.91 (d, 1H, J = 4.2 Hz), 6.83 (d, 1H, J =
4.2 Hz); 13C NMR (CDCl3) d 27.7, 31.1, 50.9, 83.3, 105.6, 116.2,
120.2, 132.3, 150.6, 161.5; HRMS (+ESI) m/z 355.1862 (MH+,
C17H27N2O6 requires 355.1864).


5-[(tert -Butoxycarbonyl)amino]-1-methylpyrrole-2-carboxylic
acid (18). A slurry of 6 (175 mg, 0.69 mmol) in a 1 : 1 solution
of CH3OH–2 M aq. NaOH (2.56 ml) was heated at 60 ◦C for
2 h. The resulting pink solution was allowed to cool to rt, washed
with diethyl ether, acidified to pH = 1 (universal indicator paper)
with 10% aq. HCl and extracted with EtOAc. The combined
organic extracts were treated in the usual manner to give a tan
residue which was dissolved in CH2Cl2 and a volume of hexane
(4 × volume of CH2Cl2 used) was added. The resulting slurry was
concentrated. This was repeated three times to give 19 as an orange
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solid (130 mg, 79%): mp 110–113 ◦C; IR (cm−1) 3317, 2981, 1697,
1651, 1530, 1461, 1365, 1246; 1H NMR (DMSO-d6) d ppm 1.44
(s, 9H), 3.63 (s, 3H), 5.90 (d, 1H, J = 4.1 Hz), 6.74 (d, 1H, J =
4.1 Hz), 8.99 (s, 1H), 11.97 (s, 1H); 13C NMR (DMSO-d6) d ppm
27.9, 31.2, 79.4, 102.2, 116.0, 118.8, 133.2, 153.5, 161.8.


1,2,3-Benzotriazolyl-5-[(tert-butoxycarbonyl)amino]-1-methyl-
pyrrole-2-carboxylate (19). The acid 18 (130 mg, 0.5 mmol) was
dissolved in DMF (2 ml) and HOBt (80 mg, 0.5 mmol, 1 equiv.) and
DCC (156 mg, 0.76 mmol, 1.4 equiv.) were added. The reaction
mixture was microwaved at 80 ◦C for 20 minutes in fixed time
mode at which point TLC analysis indicated reaction completion.
The reaction mixture was filtered, and then evaporated to give an
oil which was dissolved in EtOAc and passed through a silica plug
to give 19 as a brown solid (177 mg, 94%): mp 109–113 ◦C, IR
(cm−1) 2977, 2931, 1761, 1731, 1558, 1364, 1227, 1149, 1044; 1H
NMR (CDCl3) d ppm 1.49 (s, 9H), 3.76 (s, 3H), 6.29 (d, 1H, J =
4 Hz), 7.36–7.53 (m, 4H), 7.98 (s, 1H), 8.03 (d, 1H, J = 9 Hz);
13C NMR (CDCl3) d ppm 156.6, 152.8, 143.4, 137.3, 129.2, 128.5,
124.7, 121.4, 120.3, 112, 108.6, 103.5, 81.9, 31.7, 28.2; HRMS
(+ESI) m/z 358.1515 (MH+, C17H20N5O4 requires 358.1510).


Methyl 4-(5-nitro-1-methylpyrrole-2-carboxamido)-1-methyl-
pyrrole-2-carboxylate (22). A solution of 13 (1.608 g, 5.9 mmol)
in anhydrous THF (5 ml) was added to a stirred solution of 21
(902 mg, 5.9 mmol) in anhydrous THF (10 ml) at rt. DMAP
(142 mg, 1.2 mmol, 0.2 equiv.) was added and stirring continued.
After 2 h a yellow solid (22) had precipitated and analysis of
the reaction mixture by LC/MS showed the reaction to be
complete. Filtration gave a first crop (953 mg) and concentrating
the filtrate and crystallisation of the resulting residue from
chloroform–hexane afforded a second crop (507 mg). The total
yield of 22 was 1.46 g (81%): mp 166 ◦C (dec.); IR (cm−1) 3342,
1691, 1670, 1566, 1439, 1348, 1292, 1239; 1H NMR (DMSO-d6)
d ppm 3.75 (s, 3H), 3.86 (s, 3H), 4.15 (s, 3H), 6.88 (d, 1H, J =
4.6 Hz), 6.92 (d, 1H, J = 2.0 Hz), 7.28 (d, 1H, J = 4.6 Hz), 7.50 (d,
1H, J = 1.9 Hz), 10.53 (bs, 1H); 13C NMR (CDCl3) d ppm 35.4,
36.9, 51.2, 106.4, 108.2, 110.1, 112.4, 112.8, 120.4, 120.9, 121.2,
131.3, 161.3; HRMS (ESI+) m/z 307.1029 (MH+, C13H15N4O5


requires 307.1037).


Methyl (5-amino-1-methylpyrrole-2-carboxamido)-1-methyl-
pyrrole-2-carboxylate (23). A solution of 22 (20 mg, 0.39 mmol)
in ethanol (20 ml) containing 10% Pd–C (15 mg) was shaken
under 30 psi of H2 for 3 h. At reaction completion the mixture
was filtered through Celite and concentrated to give 23 as a red
residue, which was submitted directly to the next synthetic step.


Methyl 4-{5-[(tert-butyloxycarbonyl)amino]-1-methylpyrrole-2-
carboxamido}-1-methylpyrrole-2-carboxylate (24). Triethylamine
(0.059 mL, 43 mg, 0.42 mmol, 1.1 equiv.) and Boc2O (70 mg,
0.27 mmol, 0.7 equiv.), were added sequentially and portionwise to
a solution of the amine 23 (0.39 mmol) in anhydrous 1,4-dioxane
(1.7 ml). The resulting solution was heated at 85 ◦C overnight
under N2. The reaction solution was cooled and concentrated to
give a red-brown residue. Purification by flash chromatography
(3 : 1 EtOAc–hexane) gave 24 as a pale brown solid (65 mg, 44%):
mp 138–139 ◦C; IR (cm−1) 1701, 1636, 1552, 1446, 1242, 1155,
1107; 1H NMR (CDCl3) d ppm 1.50 (s, 9H), 3.75 (s, 3H), 3.80 (s,


3H), 3.89 (s, 3H), 5.99 (m, 1H), 6.32 (bs, 1H), 6.56 (d, 1H, J =
4.1 Hz), 6.75 (d, 1H, J = 2.0 Hz), 7.40 (d, 1H, J = 1.9 Hz), 7.77
(bs, 1H); 13C NMR (CDCl3) d ppm 28.2, 31.4, 36.7, 51.1, 81.3,
103.2, 108.3, 110.7, 119.7, 121.0, 121.9, 122.8, 130.9, 153.9, 159.3,
161.6; HRMS (+ESI) m/z 377.1819 (MH+, C18H25N4O5 requires
377.1826).


Compound 24 was also prepared from the reaction between 19
and 20 in 53% yield after purification by flash chromatography.


7-Azabenzo-1,2,3-triazolyl 4-[5-[(tert-butoxycarbonyl)amino-1-
methylpyrrole-2-yl]-carbonyl]amino-1-methylpyrrole-2-carboxylate
(25). A suspension of the methyl ester 24 (30 mg, 0.08 mmol)
in aq. NaOH (0.8 M, 1 mL, 0.8 mmol, 10 equiv.) and CH3OH
(1 ml) was heated at 50–60 ◦C overnight. The resulting yellow
solution was washed with diethyl ether and acidified with 10%
HCl. Extraction with EtOAc and the usual work up gave a brown
residue. This was dissolved in CH2Cl2 and hexane was added
and the suspension concentrated to dryness. This procedure was
repeated twice to give the corresponding acid as a pale yellow
solid. A solution of this solid (112 mg, 0.31 mmol) in anhydrous
DMF (1.5 ml) was treated with HOAt (42 mg, 0.31 mmol) and
EDCI (60 mg, 0.31 mmol). The reaction mixture was stirred
under a N2 atmosphere for 4 h, filtered through Celite into
ice–water (15 ml) and the resulting suspension was filtered to give
a pale yellow solid. This solid was dissolved in acetone (3 ml) and
added to cold hexane (15 ml). The isolated solid was redissolved
in CH2Cl2 (3 ml) and this solution was added to cold hexanes
(15 ml). The pale yellow solid was collected by filtration and dried
in vacuo. Yield 25 (75 mg, 21% over two steps): mp 139–143 ◦C;
IR (cm−1) 2981, 2358, 1687, 1555, 1447, 1390, 1243, 1157; 1H
NMR (CDCl3) d ppm 1.50 (s, 9H), 3.83 (s, 3H), 3.91 (s, 3H), 6.06
(d, 1H, J = 3.5 Hz), 6.24 (bs, 1H), 6.64 (d, 1H, J = 4.2 Hz), 7.25
(d, 1H, J = 1.9 Hz), 7.45 (dd, 1H, J = 4.5, 8.4 Hz), 7.76 (d, 1H,
J = 1.7 Hz), 8.45 (dd, 1H, J = 1.4, 8.4 Hz), 8.74 (dd, 1H, J = 1.4,
4.5 Hz); 13C NMR (CDCl3) d ppm 28.2, 31.5, 36.8, 81.4, 103.1,
111.0, 111.2, 113.3, 115.9, 120.8, 122.3, 123.4, 125.2, 129.5, 131.4,
135.0, 141.0, 151.7, 156.3, 159.2; HRMS (+ESI) m/z 481.1919
(MH+, C22H25N8O5 requires 481.1942).


Methyl 4-(5-acetamido-1-methylpyrrole-2-carboxamido)-1-
methylpyrrole-2-carboxylate (26). Acetic anhydride (175 lL,
190 mg, 1.9 mmol, 1.2 equiv.) and DMAP (484 mg, 4 mmol,
2.5 equiv.) were added to a solution of amine 23 (0.44 g, 1.6 mmol)
in anhydrous CH2Cl2 (15 ml) at rt under N2. Stirring was
continued for 3 h at which point LC/MS analysis showed the
reaction to be complete. The mixture was concentrated, loaded
onto a silica cartridge and eluted with EtOAc to give 26 as a
yellow oil (193 mg, 38%). IR (cm−1) 2359, 1700, 1663, 1625, 1540,
1444, 1245; 1H NMR (DMSO-d6) d ppm 2.04 (s, 3H), 3.65 (s,
3H), 3.73 (s, 3H), 3.83 (s, 3H), 5.95 (d, 1H, J = 4 Hz), 6.84 (d, 1H,
J = 4.1 Hz), 6.87 (d, 1H, J = 1.9 Hz), 7.44 (d, 1H, J = 1.9 Hz),
9.68 (bs, 1H), 9.81 (bs, 1H); 13C NMR (DMSO-d6) d ppm 22.7,
31.5, 36.2, 50.9, 101.7, 108.2, 111.4, 118.5, 120.6, 122.1, 122.9,
131.7, 158.6, 160.7, 169.2; HRMS (+ESI) m/z 319.1409 (MH+,
C15H19N4O4 requires 319.1401).


4-(5-Acetamido-1-methylpyrrole-2-carboxamido)-1-methylpyr-
role-2-carboxylic acid (27). The methyl ester 26 (293 mg,
0.92 mmol) was suspended in 1 : 1 NaOH (aq. 2 M)–CH3OH
(4.6 ml) and heated at 45 ◦C for 2 h. The resulting solution was
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cooled and then washed with diethyl ether, acidified to pH = 1
(universal indicator paper) with 10% HCl and then extracted with
EtOAc. The organic extracts were treated in the usual manner
to give 27 as a pale brown solid which was dried in vacuo. Yield
(108 mg, 39%): mp 213–215 ◦C; IR (cm−1) 3253, 1666, 1626, 1537,
1448, 1250; 1H NMR (acetone-d6) d ppm 1.95 (s, 3H), 3.64 (s,
3H), 3.75 (s, 3H), 5.86 (d, 1H, J = 4 Hz), 6.72 (s, 1H), 6.77 (s, 1H),
7.31 (s, 1H), 9.20 (bs, 1H), 9.34 (bs, 1H), 11.65 (bs, 1H); 13C NMR
(acetone-d6) d ppm 24.0, 33.0, 37.6, 103.3, 110.1, 112.9, 121.7,
121.8, 121.9, 125.1, 133.9, 160.7, 164.4, 170.6; HRMS (+ESI) m/z
305.1220 (MH+, C14H17N4O4 requires 305.1244).


7-Azabenzo-1,2,3-triazolyl 4-(5-acetamido-1-methylpyrrole-2-
carboxamido)-1-methylpyrrole-2-carboxylate (28). A solution
of the acid 27 (80 mg, 0.25 mmol) in DMF (3 ml) was treated
successively with HOAt (34 mg, 0.25 mmol, 1 equiv.) and EDCI
(48 mg, 0.25 mmol, 1 equiv.) and the resulting mixture was stirred
at rt overnight under N2. The red suspension was filtered into
a stirred ice–water mixture (15 ml) at which point a pale yellow
solid precipitated. The ice–water mixture was allowed to melt and
was then filtered and the isolated solid partially dissolved in a
small volume of CH2Cl2 and added to ice-cold hexanes (15 ml).
The resulting suspension was filtered to give 28 as a pale yellow
solid which was dried under suction and then in vacuo. Yield 28
(70 mg, 66%): mp 159–162 ◦C; IR (cm−1) 3322, 2361, 1780, 1666,
1555, 1392, 957; 1H NMR (CDCl3) d ppm 8.74 (dd, 1H, J = 1.1,
4.5 Hz), 8.45 (dd, 1H, J = 1.1, 8.4 Hz), 7.83 (s, 1H), 7.76 (d, 1H,
J = 1.3 Hz), 7.45 (dd, 1H, J = 4.5, 8.3 Hz), 7.12 (s, 1H), 6.65 (d,
1H, J = 4.1 Hz), 6.09 (d, 1H, J = 4.1 Hz), 3.91 (s, 3H), 3.80 (s,
3H), 2.22 (s, 3H); 13CNMR (CDCl3) d ppm 23.1, 31.7, 36.7, 103.2,
111.3, 111.7, 112.9, 120.7, 122.6, 123.9, 125.2, 126.0, 129.4, 131.2,
134.9, 140.9, 151.6, 156.3, 170.1; HRMS (+ESI) m/z 423.1543
(MH+, C19H19N8O4 requires 423.1524)


AcPy2bAlaDp (1)41. Resin PAMbAlaPy2Boc (0.032 mmol)
was deprotected and acetylated. Polyamide isolation followed by
purification by ion-exchange chromatography afforded 1 (6 mg,
43%). 1H NMR (CD3OD) d ppm 1.66–1.72 (m, 2H), 2.07 (s, 3H),
2.20 (s, 6H), 2.36 (m, 2H), 2.44–2.49 (m, 2H), 3.19–3.26 (m, 2H),
3.55 (t, 2H, J = 6.7 Hz), 3.87 (s, 3H), 3.89 (s, 3H), 7.18 (d, 1H, J =
1.6 Hz), 7.13 (d, 1H, J = 1.6 Hz), 6.81 (d, 1H, J = 1.6 Hz), 6.76 (d,
1H, J = 1.7 Hz); HRMS (+ESI) m/z 460.2663 (MH+, C22H34N7O4


requires 460.2667).


AcPy4bAlaDp (3). Resin PAMbAlaPy3Boc (0.033 mmol) was
deprotected and coupled to 20 (4 equiv.) with addition of
DIPEA (12 equiv.) and shaking for 45 minutes. Deprotection
and acetylation was followed by cleavage, polyamide isolation and
purification by ion-exchange chromatography to give 3 (5 mg,
22%). 1H NMR (CD3OD) d ppm 1.69 (m, 2H), 1.92 (s, 3H), 2.07
(s, 6H), 2.31–2.42 (m, 2H), 2.47 (t, 2H, J = 6.5 Hz), 3.21 (m,
2H), 3.55 (t, 2H, J = 6.7 Hz), 3.87–3.91 (m, 12H), 6.79–6.86
(m, 4H), 7.15–7.22 (m, 4H); HRMS (+ESI) m/z 704.3647 (MH+,
C34H46N11O6 requires 704.3627).


AcPy5bAlaDp (4). Resin PAMbAlaPy4Boc (0.035 mmol) was
deprotected and coupled to 20 (4 equiv.) with addition of
DIPEA (12 equiv.) and shaking for 45 minutes. Deprotection and
acetylation was followed by polyamide isolation and purification


by ion-exchange chromatography to afford 4 (14 mg, 48%). 1H
NMR (CD3OD) d ppm 1.83 (m, 2H), 1.92 (s, 3H), 2.05 (s, 6H),
2.50 (t, 2H, J = 6.4 Hz), 2.86–2.90 (m, 2H), 3.27 (m, 2H), 3.58 (t,
2H, J = 5.9 Hz), 3.87–3.91 (m, 15H), 6.84 (m, 2H), 6.96 (m, 2H),
7.13 (d, 1H, J = 1.2 Hz), 7.17 (d, 1H, J = 1.2 Hz), 7.21–7.20 (m,
4H); HRMS (+ESI) m/z 826.4091 (MH+, C40H52N13O7 requires
826.4107).


AcPy6bAlaDp (5). PAMbAlaPy6Boc (0.52 mmol) was pre-
pared from PAMbAlaBoc resin employing stepwise coupling of
29 (twice), activated by stirring with HBTU and HOBt in DMF
prior to addition to resin, and then 21 (twice). Deprotection
and acetylation using mixture B (4 × 1 h treatments) followed.
Polyamide isolation gave an oily solid of which a sample was
purified by silica column chromatography eluting with 3 : 6 :
1 CH3OH–CH2Cl2–Et3N to afford 5 (3 mg, 43%). 1H NMR
(CD3OD) d ppm 1.69 (m, 2H), 1.92 (s, 3H), 2.07 (s, 6H), 2.34
(m, 2H), 2.48 (t, 2H, J = 6.5 Hz), 3.22 (m, 2H), 3.56 (t, 2H, J =
6.7 Hz), 3.88–3.93 (m, 18H), 6.78 (d, 1H, J = 1.8 Hz), 6.84 (d, 1H,
J = 1.8 Hz), 6.94–6.95 (m, 4H), 7.13 (d, 1H, J = 1.7 Hz), 7.21–
7.19 (m, 5H); HRMS (+ESI) m/z 948.4621 (MH+, C46H58N15O8


requires 948.4588).


2,5-Pyrrole polyamides (AcPyn = 2–6bAlaDp, 6–10)


Ac(2,5-Py)PybAlaDp (6). Resin PAMbAlaBoc (26 mg,
0.02 mmol) was deprotected and coupled to 28 (24 mg,
0.057 mmol, 3 equiv.) with addition of DIPEA (0.041 mL, 30 mg,
0.24 mmol, 12 equiv.) and shaking overnight. The resin was then
capped by shaking with an acetylation mixture containing Ac2O
(12 equiv.) and DIPEA (12 equiv.) in DMF for 1 h. Polyamide
isolation and then purification by ion-exchange chromatography
gave 6 (3 mg, 33%). 1H NMR (CD3OD) d ppm 1.76 (m, 2H), 1.92
(s, 3H), 2.16 (s, 6H), 2.60 (m, 2H), 3.33 (m, 2H), 3.42 (t, 2H, J =
6.8 Hz), 3.57 (t, 2H, J = 6.7 Hz), 3.73 (s, 3H), 3.87 (s, 3H), 6.01
(d, 1H, J = 4.2 Hz), 6.78 (d, 1H, J = 1.9 Hz), 6.81 (d, 1H, J =
4.1 Hz), 7.15 (d, 1H, J = 1.7 Hz); HRMS (+ESI) m/z 460.2675
(MH+, C22H34N7O4 requires 460.2667).


Ac(2,5-Py)Py2bAlaDp (7). Prepared from PAMbAlaPyBoc
(29 mg, 0.019 mmol) by coupling to 20 (two cycles required of
45 minutes’ duration) and then 19 (45 minutes). Acetylation,
cleavage and polyamide isolation and purification gave 7 (6 mg,
55%). 1H NMR (CD3OD) d ppm 1.71 (m, 2H), 1.92 (s, 3H), 2.21
(s, 6H), 2.46 (m, 2H), 2.62 (m, 2H), 3.56 (t, 2H, J = 6.8 Hz), 3.75
(s, 3H), 3.88 (s, 3H), 3.91 (s, 3H), 6.02 (d, 1H, J = 4.1 Hz), 6.77
(d, 1H, J = 1.9 Hz), 6.82 (d, 1H, J = 4.1 Hz), 6.92 (d, 1H, J =
1.9 Hz), 7.19 (m, 2H), 7.99 (bs, 1H); HRMS (+ESI) m/z 582.3148
(MH+, C28H40N9O5 requires 582.3147).


Ac(2,5-Py)Py3bAlaDp (8). Prepared from the resin
PAMbAlaPy2Boc (0.0133 mmol) by coupling to 29 for 90 minutes.
Cleavage and polyamide isolation gave 8 (5 mg, 54%). 1H NMR
(CD3OD) d ppm 1.73 (m, 2H), 2.14 (s, 3H), 2.35 (s, 6H), 2.46–2.54
(m, 4H), 3.21–3.24 (m, 2H), 3.56 (t, 2H, J = 6.6 Hz), 3.73 (s,
3H), 3.86 (s, 3H), 3.90 (s, 3H), 3.90 (s, 3H), 6.01 (d, 1H, J =
4.1 Hz), 6.78 (d, 1H, J = 1.9 Hz), 6.82 (d, 1H, J = 4.1 Hz),
6.928–6.932 (m, 2H), 7.17–7.19 (m, 3H); HRMS m/z 704.3659
(MH+, C34H46N11O6 requires 704.3627).
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Ac(2,5-Py)Py4bAlaDp (9). Prepared from resin
PAMbAlaPy2Boc (0.027 mmol) by coupling to 20, a two-
fold split and then coupling to 29 for 90 minutes. Cleavage and
polyamide isolation gave 9 (4 mg, 18%). 1H NMR (CD3OD)
d ppm 1.77 (m, 2H), 2.16 (s, 3H), 2.47 (s, 6H), 2.49 (t, 2H, J =
6.4 Hz), 2.65 (m, 2H), 3.25 (t, 2H, J = 6.7 Hz), 3.57 (t, 2H, J =
6.6 Hz), 3.72 (s, 3H), 3.84 (s, 3H), 3.88 (s, 3H), 3.89 (s, 6H), 6.02
(d, 1H, J = 4.1 Hz), 6.81 (d, 1H, J = 1.8 Hz), 6.83 (d, 1H, J =
4.1 Hz), 6.95–6.96 (m, 3H), 7.18 (d, 1H, J = 1.8 Hz), 7.20 (d,
1H, J = 1.8 Hz), 7.21 (d, 2H, J = 1.8 Hz); HRMS m/z 826.4110
(MH+, C40H52N13O7 requires 826.4107).


Ac(2,5-Py)Py5bAlaDp (10). Prepared from resin
PAMbAlaPy3Boc (0.0133 mmol) by coupling to 20 and
then 29 for 135 minutes. Cleavage and polyamide isolation gave
10 (5 mg, 40%). 1H NMR (CD3OD) d ppm 1.66 (m, 2H), 2.14
(s, 3H), 2.19 (s, 6H), 2.31 (t, 2H, J = 7.9 Hz), 2.45 (t, 2H, J =
6.7 Hz), 2.71 (m, 2H), 3.53 (t, 2H., J = 6.5 Hz), 3.74 (s, 3H),
3.86 (s, 3H), 3.90 (s, 3H), 3.91 (s, 3H), 3.91 (s, 6H), 6.00 (d, 1H,
J = 4.1 Hz), 6.75 (d, 1H, J = 1.7 Hz), 6.81 (d, 1H, J = 4.1 Hz),
6.92–6.93 (m, 4H), 7.18 (m, 5H); HRMS (+ESI) m/z 948.4636
(MH+, C46H58N15O8 requires 948.4587).
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Novel indeno[1,2-b]benzo[4,5-e]pyran-11-one-type fluoro-
phores exhibiting intense solid-state fluorescence were con-
veniently synthesized and the relation between their solid-
state photophysical properties and the X-ray crystal struc-
tures were investigated, which demonstrates that non-planar
structures with sterical hindered substituents prevent the
fluorophores from forming short p–p contacts causing flu-
orescence quenching in the solid state.


Strong solid-emissive fluorophores have attracted increasing at-
tention in materials science due to their uses in basic research1–10


and in the construction of optoelectronic devices.11 However,
organic fluorophores with strong solid-emissive properties are rare,
because most organic fluorophores undergo fluorescence quench-
ing in aggregation states. Many efforts have been carried out to
avoid the concentration quenching. For example, the construction
of guest–host-doped emitter systems,2 the introduction of bulky
substituents to the original fluorophores,3,4 and the formation of
fluorescent clathrates5,6 or fluorescent salts7 are known to be useful
methods towards solving the problem of fluorescence quenching
by aggregation. Strong intermolecular p–p interaction3c,4,6,8 or
continuous intermolecular hydrogen bonding4b,10 between neigh-
boring fluorophores have been suggested as the main factors of
fluorescence quenching. However, the key point in the design of
new strong solid-emissive fluorophores is to remove the factors
inducing concentration quenching in molecular aggregation states.


In this paper, we report a molecular design of the novel
indeno[1,2-b]benzo[4,5-e]pyran-11-one-type fluorophore (3), con-
structed by a non-planar structure with sterical hindered
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Scheme 1


substituents: the convenient synthesis, solid-state fluorescence
properties, and the X-ray crystal structures of 3a–3c are
reported. The synthetic pathway is shown in Scheme 1. We used
3-(dibutylamino)-6-hydroxy-6-phenylnaphtho[2,3-b]benzofuran-
11(6H)-one 1 4a as a starting material. The reaction of 1 with
organolithium reagents gave 2a–2c in 60–70% yield. The structures
of 2a–2c were confirmed by X-ray diffraction analysis.† Next,
the conversion of 2a–2c to novel heteropolycyclic fluorophores
(3a–3c) was performed in 90–100% yield by a photochemical
rearrangement reaction, which is a new photoreaction we have
found in this research. As a typical example, Fig. 1 shows (a)
the absorption and (b) fluorescence spectral changes obtained
by irradiation of 2b in 1,4-dioxane at 365 nm with a black light.
Upon irradiation, a new, intense absorption band appeared at
around 455 nm together with isosbestic points at 325 and 363 nm,
and the corresponding fluorescence band appeared at 520 nm.


Fig. 1 (a) Absorption and (b) fluorescence spectral changes upon
photoirradiation of 2b in benzene. [2b] = 2.5 × 10−5 M.
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Table 1 Spectroscopic properties of 3a–3c in 1,4-dioxane and in the crystalline state


In 1,4-dioxane In the crystalline state


kabs
max/nm (emax/dm3 mol−1 cm−1) kfl


max/nm U kex
max/nm kfl


max/nm U


3a 447 (32 300) 497 0.053 485 522 0.39
3b 455 (30 500) 519 0.013 495 531 0.15
3c 460 (28 600) 532 0.003 537 567 0.06


Table 1 summarizes the absorption and fluorescence spectral
data of the products, 3a–3c in 1,4-dioxane and in the crystalline
states. In 1,4-dioxane, the absorption maxima at around 447–
460 nm and the fluorescence maxima at around 497–532 nm are
both red-shifted by conjugation with the substituent (R) in the
order of 3a < 3b < 3c. On the other hand, the fluorescence intensity
decreases dramatically in the order of 3a (U = 0.053) � 3b (U =
0.013) > 3c (U = 0.003). The low fluorescence quantum yields
suggest that non-radiative decay is accelerated by free rotation of
the phenyl ring and thienyl ring in solution.12


Of particular interest are the solid-state phtophysical properties.
The fluorescence emission intensities of 3a–3c are in the order of
3a (U = 0.39) > 3b (U = 0.15) > 3c (U = 0.06) in the crystalline
state, which is quite different from the results obtained in 1,4-
dioxane. Since the rotation of the substituents is restricted in the
solid state, the fluorescence quantum yields are higher in the solid
states than in solution. The longest wavelengths of the absorption
and fluorescence maxima of 3a–3c are red-shifted in the order of
3a ≈ 3b < 3c in comparison with those of fluorescence maxima


Fig. 2 Crystal packing of 3a: (a) a view of the molecular packing structure
and (b) nearest contact between enantiomers.


of 3a–3c in 1,4-dioxane. From the lower quantum yields of 3c
in both solution and the solid state, it was considered that a
strong electron-donating effect of the thienyl group caused not
only red-shift of the absorption and fluorescence maxima but also
significant fluorescence quenching.


To gain more detailed information, the X-ray crystal structures
have been determined.‡ The molecular packing structures are
shown in Figs. 2–4 which demonstrate that the three crystals are
built up by a centrosymmetric pair unit of two enantiomers. Fig. 5
shows the schematic structure of one of the enantiomers. The
heteropolycyclic skeleton is non-planar because of the existence
of the central sp3 carbon where the phenyl group is attached.
We expected that such non-planar structures with sterically
hindered substituents (the phenyl, R, and 7-dibutylamino groups)
prevent the fluorophores from forming short p–p contacts causing
fluorescence quenching in the solid state. In fact, the dihedral
angles between the indenone skeleton and the benzopyran skeleton
of 3a–3c are near 150.2, 150.1, and 153.1◦, respectively. The
compounds 3a and 3b which exhibit strong solid-state fluorescence
have only one or two interatomic contacts of less than 3.60 Å
between the neighboring fluorophores in the crystal structure
(Figs. 2 and 3). On the other hand, the compound 3c which exhibits
unexpected weak solid-state fluorescence has 15 interatomic
contacts of less than 3.60 Å between the neighboring fluorophores


Fig. 3 Crystal packing of 3b: (a) a view of the molecular packing structure
and (b) nearest contact between enantiomers.
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Fig. 4 Crystal packing of 3c: (a) a view of the molecular packing structure
and (b) and (c) nearest contact between enantiomers.


Fig. 5 Schematic representation of the molecular structure of 3a–3c.


[Fig. 4(b) and (c)]. As shown in Fig. 4(a), the fluorophores are
linked continuously by intermolecular CH · · · S bonds between the
adjoining benzene and thienyl rings of neighboring fluorophores.
Thus, the formation of the continuous molecular linking by
CH · · · S bonds allows the fluorophore 3c to form such a massed
molecular packing structure.


In conclusion, novel heteropolycyclic fluorophores (3a–3c) have
been designed and conveniently synthesized by using a novel
photoreaction that we have found. The X-ray crystal analysis
has demonstrated that, in the crystals of 3a and 3b, the non-
planar structure with sterically hindered substituents prevents the
fluorophores from forming short intermolecular contacts and pro-
duces intense solid-state fluorescence emission. In the crystal of 3c,
the formation of CH · · · S bonding between adjoining benzene and
thienyl rings of neighboring fluorophores increases intermolecular
interactions and reduces the fluorescence intensity compared with
the crystals of 3a and 3b. Thus, new useful information concerning
the solid-state fluorescence has been obtained.


This work was partially supported by a Grant-in-Aid for Science
Research from the Ministry of Education, Culture, Sports, Science
and Technology, Japan and by a Special Research Grant for Green
Science from Kochi University.
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Readily prepared 2-alkyl-2-azidopropylcycloalkyl-1,3-diones undergo intramolecular Schmidt
rearrangement with a range of hard Lewis acids, leading to indolizidinediones and
pyrroloazepinediones. Chiral aluminium-based Lewis acids could also be used to mediate this
symmetry-breaking transformation, but no significant asymmetric induction was observed.


Introduction


Indolizidine alkaloids containing quaternary asymmetric centres
at the carbon ring-fusion position are widely distributed in nature,
exemplified by structures such as lepadiformine C 11 and the
Lycopodium alkaloid serratine 2.2 Compounds containing the ho-
mologous pyrroloazepine skeleton are also known, with perhaps
the most important examples being esters of cephalotaxine 3,3


which show efficacy as anti-leukaemic agents.4


The traditional Schmidt reaction involves insertion of hydrazoic
acid into a C–H or C–C bond adjacent to an aldehyde or
ketone carbonyl group, leading to amide formation and loss of
dinitrogen.5 Attempts to use alkyl azides in the reaction (leading
to substituted amides) have met with mixed results. Intermolecular
reactions of simple alkyl azides are known but are not reliably
successful.6 Aubé et al. have, however, pioneered intramolecular
variants of the reaction with great success,7,8 leading to appli-
cations in the total synthesis of the alkaloidal natural products
indolizidine 209B,9 aspidospermine,10 sparteine,11 dendrobatid
alkaloid 251F12 and stenine,13 as well as the homoerythrina
alkaloid skeleton.14


As part of our interest in the desymmetrisation of prochiral
azidodiketones of general structure 4,15 we considered that facile
entry to the above ring systems would be achieved by way of an
intramolecular Schmidt reaction of the alkyl azide with one of
the ketones; usefully the two carbonyl groups in the ketoamide
product would be distinguishable in subsequent chemoselective
reactions, facilitating further elaboration of the basic skeleton and
paving the way for applications in target synthesis. The potential


aDepartment of Chemistry, Imperial College, London, UK SW7 2AY
bSchool of Chemistry, University of Leeds, Leeds, UK LS2 9JT. E-mail:
s.p.marsden@leeds.ac.uk; Fax: 44 113 343 6565; Tel: 44 113 343 6425
† Electronic supplementary information (ESI) available: Copies of 1H
and 13C NMR for compounds 4a–c, 6a–c and 10/11a–c. See DOI:
10.1039/b608801e


for enantioselective variants of the reaction utilising chiral Lewis
acids to discriminate between the prochiral ketones was also a key
consideration.


A generalised summary of the proposed chemistry is shown in
Fig. 1. Lewis acid activation of one of the ketones of 4 initiates
nucleophilic attack by the pendant azide. Rearrangement of the
resulting intermediate 5 can potentially occur to yield the desired
fused bicyclic product 6 (path a), or the bridged bicyclic amide 7
(path b). All available literature precedent supports the exclusive
formation of 6 (either due to conformational requirements, or due
to the instability of the bridged amide in 78), but this remained to be
verified in the current system. In particular, we had concerns that
the presence of the inductively-withdrawing acyl substituent on the
migrating carbon in path a might disfavour this pathway, leading
either to the competing reaction through path b, or the shutdown
of the Schmidt pathway altogether. At the outset of this work,
there was only a single example of the intramolecular Schmidt
reaction of an azidopropyl-substituted 1,3-diketone, promoted
by a Brønsted acid (trifluoroacetic acid).8 We therefore needed
to demonstrate that the reactions could be promoted effectively
by Lewis acids (and in particular by Lewis acids amenable to
substitution with chiral ligands) as well as defining more clearly
the scope of the reaction. We report herein the results of these
studies.


Fig. 1 Potential pathways in the intramolecular Schmidt reaction of 4.
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Results and discussion


The requisite azidodiketones 4a–c were prepared from 2-
methylcyclopentane-1,3-dione and cyclohexane-1,3-dione as
shown in Scheme 1. Hydroboration of the 2-alkyl-2-allyl diketones
8a–c16,17 was carried out with an iodinative work-up according to
the general method of Kabalka et al.18 to give primary iodides 9a–
c. Nucleophilic displacement of the iodide with sodium azide in
aqueous acetone gave the desired azidodiketones 4a–c. The azides
could be readily prepared in this manner on a multi-gram scale
(caution: although we have not experienced any problems with
these materials, all preparations, purifications and reactions of
the azides were carried out behind a blast shield with appropriate
precautions).19


Scheme 1 Reagents, conditions and yields: (i) 5 M NaOH, MeI or BnBr,
65 ◦C or 100 ◦C respectively; (ii) 1 N NaOH, 1% Bu4NI, allyl bromide,
r.t. (8a 84%, step 2 only; 8b 52% and 8c 43% over 2 steps); (iii) 1.2 eq.
BH3·Me2S, 2.5 eq. cyclohexene, THF, 0 ◦C then 8a–c, 0 ◦C to r.t., then
NaOAc–MeOH, I2, r.t. (9a 35%, 9b 55%, 9c 42%); (iv) NaN3, 1% Bu4NI,
acetone–H2O, r.t. (4a 85%, 4b 87%, 4c 79%).


With the substrates in hand, attention then turned to an
investigation of the Schmidt reaction promoted by various Lewis
acids. The results of our screening are summarised in Scheme 2 and
Table 1. The hard Lewis acids boron trifluoride and titanium(IV)
chloride had previously been shown to be effective promoters of
the intramolecular Schmidt reactions of azidoketones, and we were
pleased to find that these reagents were also effective in the current
programme, giving good yields of the rearranged bicyclic products
6a and 6b. No trace of the bridged lactams 7 was observed in any
of the reactions. Super-stoichiometric Lewis acid was required
for the reaction to proceed at an acceptable rate, likely because
of sequestration of the first equivalent of reagent by the strongly
Lewis-basic lactam in products 6. Ethylaluminium dichloride was
also found to be an excellent reagent for the transformation. We
next attempted to utilise Lewis acids which might be amenable


Scheme 2 Schmidt rearrangement of diketoazides 4a–c.


Table 1 Schmidt rearrangement of diketoazides 4a–c by Lewis acids


Entry Azide Lewis acid (eq.) Time/h Product Yield


1 4a BF3·OEt2 (4) 24 6a 65%
2 4a TiCl4 (2.5) 1 6a 89%
3 4a EtAlCl2 (2.5) 6 6a 83%
4 4a Cu(OTf)2 (2.5)a 72 6a n. r.
5 4a ZnCl2 (2.5) 72 6a n. r.
6 4a Yb(OTf)3


a 72 6a n. r.
7 4b BF3·OEt2 (2.5) 24 6b 52%b


8 4b BF3·OEt2 (4) 24 6b 85%
9 4b TiCl4 (1.1) 1 6b 67%


10 4b EtAlCl2 (1.1) 24 6b 60%
11 4b EtAlCl2 (2.5) 6 6b 80%
12 4c EtAlCl2 (2.5) 24 6c 87%


a THF used as solvent in place of Et2O. b Starting material (20%) also
recovered.


to use with external chiral ligands; disappointingly, the use of
copper(II) triflate, zinc chloride and ytterbium(III) triflate all
returned clean starting material (>90% recovery in all cases) after
72 hours. The failure of zinc chloride to promote the reaction was
particularly disappointing given that this reagent had successfully
been used in intramolecular Schmidt reactions of azidoaldehydes,8


giving an indication of the demanding nature of the present
transformations.


Although disappointed by the lack of scope of potential Lewis
acids, we were encouraged by the clean nature of the reactions
and aware of the potential for chiral Lewis acids based upon
titanium, boron and aluminium. Before embarking on screens
for enantioselective variants, we needed to identify an assay for
enantiomeric purity. The lack of a potent chromophore in products
6a–c coupled with their likely low volatility prompted us to con-
sider non-chromatographic options. In the event, chemoselective
sodium borohydride reduction of the ketoamides gave a mixture
of diastereomeric alcohols 10/11a–c (Scheme 3). The identity
of the diastereomers was not unambiguously established but is
tentatively assigned as shown based upon the literature precedent
for stereoselective reductions in the corresponding carbocyclic
series.20 Chromatographic separation of the diastereomers and
derivatisation of the major diastereomers as their Mosher’s esters
allowed resolution of the antipodal alcohols by 1H or 19F NMR.


Scheme 3 Reagents and conditions: (i) NaBH4, MeOH, r.t.


We then commenced screening of chiral Lewis acids. Initial
attempts focused on boron and titanium-based Lewis acids, in the
form of Corey’s N-tosyl-L-tryptophan-derived oxazaborolidine21


and Mikami et al.’s (S)-BINOLTiCl2 respectively.22 After 72 hours
at room temperature, only starting material was observed.
However, more encouraging results were obtained with chiral
aluminium-based Lewis acids, namely L-menthyloxyaluminium
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Table 2 Attempted asymmetric Schmidt rearrangements


Entry Azide Lewis acid Product Conv. (%)a Yield (%)b ee (%)c


1 4a 12 5a 40 35 0
2 4a 13 5a 22 18 6
3 4b 12 5b 67 50 5
4 4b 13 5b 50 25 4
5 4c 12 5c 40 27 0
6 4c 13 5c 14 10 0


a Conversion measured from crude 1H NMR spectrum. b Isolated yield. c Determined by ketone reduction and Mosher’s ester derivatisation.


dichloride 12 and (S)-BINOLAlCl 13. These reagents proved
competent enough Lewis acids to promote the reaction, although
as seen in Table 2, the conversions after 72 hours were far from
complete. In three cases, a small optical rotation was observed for
the products but on derivatisation by reduction–esterification to
the Mosher’s derivative as outlined above, asymmetric induction
was found to be less than 10% in all cases.


Conclusions


Prochiral 2-(3-azidopropyl)-1,3-diketones, readily prepared from
commercial cycloalkyldiones, undergo completely regioselective
Schmidt rearrangement yielding desymmetrised racemic bicyclic
ketoamides. Attempts at asymmetric variants of the reaction
resulted in modest conversions to product with aluminium-based
Lewis acids, but with negligible asymmetric induction. Future
exploration of this process will require the identification of
more active catalyst systems which will be amenable to ligand
optimisation to maximise asymmetric induction.


Experimental


All dry glassware was oven-dried at 150 ◦C overnight or flame-
dried prior to use. All reactions in anhydrous solvent were
carried out under a dry nitrogen atmosphere. Analytical thin layer
chromatography was performed on pre-coated glass backed plates
(Merck Kieselgel 60 F254). Visualisation was accomplished with
UV light (254 nm), acidic ammonium molybdate(IV) or potassium
permanganate. Flash column chromatography was performed on
Merck Kieselgel 60 (200–300 mesh) under gentle pressure from
hand bellows.


1H and 13C NMR spectra were recorded on Bruker ARX250,
JEOL-GSL270 and Bruker DRX300 spectrometers. Chemical
shifts are expressed in parts per million (d) relative to tetramethyl-
silane, and are referenced to (residual protic) solvent; coupling
constants (J) are expressed in Hertz. 19F NMR spectra were
recorded on Bruker ARX250 spectrometer. Infrared spectra were
recorded on a Perkin Elmer 683 Infrared Spectrometer. Mass
spectra were recorded on a VG Autospec Q or Micromass Platform
II spectrometer under chemical ionisation (CI) with ammonia.
Optical rotations were measured with a Perkin-Elmer 141 and
an Optical Activity AA1000 polarimeter with a path length of
1 dm at 598 nm and concentration c measured in g per 100 ml.
Melting points were measured using a Gallenkamp melting point
apparatus and are uncorrected.


Tetrahydrofuran and diethyl ether for use as reaction solvents
were dried by prolonged heating under reflux over and distillation
from sodium–benzophenone ketyl.


2-Methyl-1,3-cyclohexanedione17


1,3-Cyclohexanedione (16.8 g, 150 mmol) was dissolved in 5 M
aqueous NaOH (30 ml, 150 mmol) at 0 ◦C. Iodomethane (42.6 g,
300 mmol) was added to the resulting red/brown solution in one
portion. The ice bath was removed and the mixture was heated
at 65 ◦C for 24 h, then allowed to cool to room temperature.
The beige/orange solid was filtered, and washed with petrol
(100 ml) and a minimum amount of cold water until a pale beige
solid was obtained. This was dried in vacuo to give 2-methyl-1,3-
cyclohexanedione (12.3 g, 97.5 mmol, 65%) which was used in the
next step without further purification: mp 198–200 ◦C (lit.17 204–
205 ◦C). 1H NMR (270 MHz; DMSO-d6; 100% enol tautomer)
dH 1.53 (3H, s, CH3), 1.80 (2H, quintet, J 6.5, 5-H) and 2.29 (4H,
t, J 6.5, 4-H and 6-H). 13C NMR (67.5 MHz; DMSO-d6) dC 7.7
(CH3), 21.0 (5-C), 33.0 (br, 4-C and 6-C) and 110.0 (1-C and 3-C)
(C2 signal not observed).


2-Benzyl-1,3-cyclohexanedione


Prepared by the same procedure as above from 1,3-
cyclohexanedione (14.0 g, 125 mmol), benzyl bromide (32.0 g,
187.5 mmol) and 5 M aqueous NaOH (25 ml, 125 mmol), except
that the mixture was heated at 100 ◦C for 3 h. The solid formed was
filtered and washed successively with petrol (150 ml), a minimum
amount of cold water and cold ether until a pale beige solid was
obtained (19.2 g, 94.9 mmol, 76%). This was used in the next step
without further purification: mp 178–180 ◦C (lit.23 184–185 ◦C
from toluene). IR mmax(KBr)/cm−1 3500–3000br, 2958w, 2927w,
1710s (C=O), 1602w, 1232w, 1180w. 1H NMR (270 MHz; DMSO-
d6 + acetone-d6; 100% enol tautomer) dH 1.88 (2H, quintet, J 6.0,
5-H), 2.38 (4H, t, J 6.0, 4-H and 6-H), 3.55 (2H, s, CH2Ph) and
7.00–7.30 (5H, m, Ph). 13C NMR (67.5 MHz; DMSO-d6 + acetone-
d6) dC 21.0 (5-C), 27.5 (CH2Ph), 33.0 (br, 4-C and 6-C), 114.8 (1-C
and 3-C), 125.2 (Ar CH), 127.9 (Ar CH), 128.7 (Ar CH) and 142.5
(Ar C) (C2 signal not observed).


2-Allyl-2-methyl-1,3-cyclopentanedione17 8a


Allyl bromide (14.5 g, 120 mmol) and Bu4NI (222 mg, 0.6 mmol)
was added to a solution of 2-methyl-1,3-cyclopentanedione
(Aldrich; 7.0 g, 60 mmol) in 1 M aqueous NaOH (60 ml, 60 mmol).
The mixture was stirred vigorously for 72 h. The organic layer
was separated and the aqueous layer was extracted with DCM
(2 × 35 ml). The combined organic layers were washed with
brine, dried (MgSO4) and evaporated. Vacuum distillation of
the crude material gave the title compound (7.7 g, 50.6 mmol,
84%) as a colourless oil: bp 88–90 ◦C (4 mmHg) (lit.17 65 ◦C,
2 mmHg). IR mmax(KBr/film)/cm−1 3079w, 2979s, 2931s, 2873w,
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1764w, 1725s (C=O), 1641w, 1452m, 1419m, 1068s and 1029s.
1H NMR (270 MHz; CDCl3) dH 0.95 (3H, s, CH3), 2.19 (2H,
d, J 7.5, CH2CH=CH2), 2.47–2.70 (4H, m, 2 × CH2CO), 4.87–
4.94 (2H, m, CH=CH2) and 5.44 (1H, ddt, J 16.0, 11.0 and 7.5,
CH=CH2). 13C NMR (67.5 MHz; CDCl3) dC 18.6 (CH3), 35.3
(CH2CO), 40.0 (CH2CH=), 56.6 (C), 119.7 (=CH2), 131.5 (CH=)
and 216.2 (C=O).


2-Allyl-2-methyl-1,3-cyclohexanedione 8b


Prepared as for 8a from allyl bromide (23.6 g, 195 mmol), Bu4NI
(362 mg, 0.98 mmol), 2-methyl-1,3-cyclohexanedione (12.3 g,
97.5 mmol) and 1 M aqueous NaOH (97.5 ml, 97.5 mmol).
Vacuum distillation of the crude material gave the title compound
(12.9 g, 77.6 mmol, 80%) as a pale yellow oil: bp 100–102 ◦C
(1 mmHg) (lit.24 63 ◦C, 0.23 mmHg). IR mmax(KBr/film)/cm−1


3079w, 2967s, 2940s, 2877s, 1724m (C=O), 1693s (C=O), 1454m,
1321m, 1025m and 921m. 1H NMR (270 MHz; CDCl3) dH 1.22
(3H, s, CH3), 1.78–2.07 (2H, m, CH2CH2CO), 2.52 (2H, dt, J 7.0
and 1.0, CH2CH=CH2), 2.55–2.72 (4H, m, 2 × CH2CO), 5.00–
5.08 (2H, m, CH=CH2) and 5.56 (1H, ddt, J 17.5, 9.5 and 7.0,
CH=CH2). 13C NMR (67.5 MHz; CDCl3) dC 17.5 (CH2CH2CO),
19.3 (CH3), 38.1 (CH2CO), 41.2 (CH2CH=), 65.1 (C), 119.1
(=CH2), 132.2 (CH=) and 209.8 (C=O).


2-Allyl-2-benzyl-1,3-cyclohexanedione 8c


Prepared as for 8a from allyl bromide (9.6 g, 79.2 mmol),
Bu4NI (148 mg, 0.4 mmol), 2-benzyl-1,3-cyclohexanedione (8.0 g,
39.6 mmol) and 1 M aqueous NaOH (39.6 ml, 39.6 mmol).
Recrystallisation of the crude material from ether yielded the title
compound (5.4 g, 22.3 mmol, 56%) as a pale yellow crystalline
solid: mp 57–59 ◦C (lit.25 62 ◦C). IR mmax(KBr/film)/cm−1 3059w,
3034w, 2960w, 2934w, 2884w, 1720m (C=O), 1694s (C=O),
1457m, 1340m, 930s and 705s. 1H NMR (270 MHz; CDCl3) dH


1.05–1.20 (1H, m, CH2CH2CO), 1.52–1.68 (1H, m, CH2CH2CO),
2.07 (2H, ddd, J 17.0, 8.0 and 5.0, CH2CO), 2.33 (2H, ddd, J 17.0,
8.5 and 5.0, CH2CO), 2.62 (2H, d, J 7.5, CH2CH=CH2), 3.08
(2H, s, CH2Ph), 5.02 (1H, d, J 10.0, CH=CH2 cis), 5.04 (1H, d,
J 17.0, CH=CH2 trans) and 5.53 (1H, ddt, J 17.0, 10.0 and 7.5,
CH=CH2), 6.93–7.05 (2H, m, Ph) and 7.15–7.25 (3H, m, Ph). 13C
NMR (67.5 MHz; CDCl3) dC 14.9 (CH2CH2CO), 40.6 (CH2CO),
42.3 (CH2), 43.9 (CH2), 68.7 (C), 118.9 (=CH2), 126.6, 128.0, 129.4
(CH of Ph), 132.0 (CH=), 136.1 (C of Ph) and 211.1 (C=O).


General procedure for the preparation of iododiketones


A 2.0 M solution of BH3·SMe2 in THF (1.2 eq.) was carefully
added via a syringe to a solution of freshly distilled cyclohexene
(2.52 eq.) in dry THF (0.6 ml per mmol of BH3·SMe2) at 0 ◦C. A
thick white precipitate appeared after ca. 5–10 minutes, indicating
the formation of dicyclohexylborane. The mixture was stirred at
that temperature for 1 h, then a solution of alkene 8 (1.0 eq.) in
dry THF (0.5 ml per mmol of 8) at 0 ◦C was added dropwise via a
cannula (followed by a THF rinse, 0.3 ml per mmol of 8). Stirring
was continued at 0 ◦C for 1.5 h and then at room temperature
for 1.5 h, during which time the precipitate was consumed. The
mixture was then cooled again to 0 ◦C and a solution of sodium
acetate (2.4 eq.) in methanol (1 ml per mmol of NaOAc) was
slowly added, immediately followed by dropwise addition of a


solution of iodine (1.1 eq.) in methanol (1 ml per mmol of iodine),
both via a cannula. The resulting red/brown solution was stirred
at room temperature for 18 h and then quenched by a slow
addition of saturated aqueous sodium thiosulfate until the mixture
turned pale yellow. This was stirred for 15 minutes, then diluted
with water (5 ml per mmol of 8) and extracted with ether. The
combined organic layers were washed with brine, dried (MgSO4)
and evaporated. The residue was purified by flash chromatography
(gradient elution, 10% petroleum ether–DCM to DCM).


2-(3-Iodopropyl)-2-methyl-1,3-cyclopentanedione 9a. Prepared
and purified according to the general procedure from 8a (2.5 g,
16.4 mmol), cyclohexene (3.39 g, 41.3 mmol), BH3·SMe2 (9.85 ml
of 2.0 M solution in THF, 19.7 mmol), sodium acetate (3.23 g,
39.4 mmol) and iodine (4.58 g, 18.0 mmol), except that the
reaction mixture was stirred at 0 ◦C for 3 h after the addition
of 8a to dicyclohexylborane. The product was obtained as a pale
yellow oil (1.5 g, 5.7 mmol, 35%). IR mmax(KBr/film)/cm−1 2924s,
1716s (C=O), 1451m, 1418m, 1231m, 1074m and 991m. 1H NMR
(270 MHz; CDCl3) dH 1.08 (3H, s, CH3), 1.12–1.32 (2H, br m,
CH2), 1.59–1.72 (2H, m, CH2), 2.64–2.84 (4H, m, 2 × CH2CO)
and 3.00–3.06 (2H, m, CH2I). 13C NMR (67.5 MHz; CDCl3) dC


5.2 (CH2I), 19.2 (CH3), 28.4 (CH2), 35.1 (CH2), 35.8 (CH2CO),
56.1 (C) and 215.9 (C=O). LRMS (CI+/NH3): m/z (%) = 298 ([M
+ NH4]+, 100), 172 (38), 153 (75), 142 (25) and 125 (21). HRMS
(CI+/NH3): m/z calcd for [M + NH4]+: C9H17INO2 = 298.0304.
Found 298.0302.


2-(3-Iodopropyl)-2-methyl-1,3-cyclohexanedione 9b. Prepared
and purified according to the general procedure from 8b (5.0 g,
30.1 mmol), cyclohexene (6.24 g, 75.9 mmol), BH3·SMe2 (18.1 ml
of 2.0 M solution in THF, 36.1 mmol), sodium acetate (5.92 g,
72.2 mmol) and iodine (8.4 g, 33.1 mmol). The product
was obtained as a yellow oil (4.85 g, 16.5 mmol, 55%). IR
mmax(KBr/film)/cm−1 2958m, 1725s (C=O), 1694s (C=O), 1456m,
1426m, 1375m, 1218m and 1025m. 1H NMR (270 MHz; CDCl3)
dH 1.23 (3H, s, CH3), 1.54–1.65 (2H, m, 1-H or 2-H), 1.79–2.02
(4H, m, CH2CH2CO and 1-H or 2-H), 2.55–2.73 (4H, m, CH2CO)
and 3.08 (2H, t, J 6.5, CH2I). 13C NMR (67.5 MHz; CDCl3) dC 5.9
(CH2I), 17.7 (CH2CH2CO), 20.2 (CH3), 28.7 (CH2), 37.2 (CH2),
37.9 (2 × CH2CO), 65.0 (C) and 209.9 (C=O). LRMS (CI+/NH3):
m/z (%) = 312 ([M + NH4]+, 100), 172 (55) and 167 (100). HRMS
(CI+/NH3): m/z calcd for [M + NH4]+: C10H19INO2 = 312.0461.
Found 312.0474.


2-Benzyl-2-(3-iodopropyl)-1,3-cyclohexanedione 9c. Prepared
and purified according to the general procedure from 8c (5.28 g,
21.8 mmol), cyclohexene (4.52 g, 55.0 mmol), BH3·SMe2 (13.1 ml
of 2.0 M solution in THF, 26.2 mmol), sodium acetate (4.30 g,
52.3 mmol) and iodine (6.10 g, 24.0 mmol). The product
was obtained as a yellow oil (3.40 g, 9.2 mmol, 42%): IR
mmax(KBr/film)/cm−1 3061w, 3027w, 2949w, 2887w, 1717s (C=O),
1690s (C=O), 1438m, 1176m, 761s and 706s. 1H NMR (270 MHz;
CDCl3) dH 1.19–1.34 (1H, m, CH2CH2CO), 1.40–1.70 (3H, m,
CH2CH2CO and 1-H or 2-H), 1.95–2.00 (2H, m, 1-H or 2-H),
2.09 (2H, ddd, J 17.0, 9.0 and 5.0, CH2CO), 2.40 (2H, ddd, J
17.0, 7.5 and 4.5, CH2CO), 3.03 (2H, t, J 7.0, CH2I), 3.04 (2H, s,
CH2Ph), 6.93–6.99 (2H, m, Ph) and 7.15–7.26 (3H, m, Ph). 13C
NMR (67.5 MHz; CDCl3) dC 4.8 (CH2I), 15.4 (CH2CH2CO), 29.1
(CH2), 38.3 (CH2), 40.4 (CH2CO), 44.8 (CH2Ph), 68.2 (C), 126.9,
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128.2, 129.4 (CH of Ph), 135.7 (C of Ph) and 211.4 (C=O). LRMS
(CI+/NH3): m/z (%) = 388 ([M + NH4]+, 100), 262 (86) and 243
(8). HRMS (CI+/NH3): m/z calcd for [M + NH4]+: C16H23INO2 =
388.0774. Found: 388.0768.


General procedure for the preparation of azidodiketones 4a–c


Caution: azides are potentially explosive and should be handled
and treated with appropriate precautions.19 All reactions and
manipulations of azides were carried out behind a blast shield.


A solution of sodium azide (5 eq.) in water (1.25 ml per mmol
of sodium azide) was added to the solution of iodopropyl
cycloalkyldione 9 (1 eq.) and Bu4NI (0.1 eq.) in acetone (7.3 ml
per mmol of 9). The resulting homogeneous mixture was stirred at
room temperature for 72 h—if the mixture was not homogeneous,
an additional amount of water and/or acetone was slowly added
until the mixture became homogeneous. The mixture was then
diluted with water (6 ml per mmol of 9) and extracted with ether.
The combined ether layers were washed with brine, dried (MgSO4)
and evaporated. The residue was purified by flash chromatography
(50% ether–petroleum ether).


2-(3-Azidopropyl)-2-methyl-1,3-cyclopentanedione 4a. Prepared
and purified according to the general procedure from 9a (1.5 g,
5.7 mmol), sodium azide (1.85 g, 28.5 mmol) and Bu4NI (22 mg,
0.06 mmol). The product was obtained as a yellow oil (950 mg,
4.85 mmol, 85%). IR mmax(KBr/film)/cm−1 2929s, 2856w, 2100s
(N3), 1762w (C=O), 1722s (C=O), 1452m, 1421m, 1263m and
1062m. 1H NMR (270 MHz; CDCl3) dH 1.12 (3H, s, CH3), 1.36–
1.39 (2H, m, CH2), 1.65–1.71 (2H, m, CH2), 2.66–2.88 (4H, m, 2 ×
CH2CO) and 3.21 (2H, t, J 6.5, CH2N3). 13C NMR (67.5 MHz;
CDCl3) dC 19.7 (CH3), 24.0 (CH2), 31.7 (CH2), 35.1 (CH2CO),
51.2 (CH2N3), 56.2 (C) and 216.0 (C=O). LRMS (CI+/NH3): m/z
(%) = 213 ([M + NH4]+, 100), 185 (40) and 168 (84). HRMS
(CI+/NH3): m/z calcd for ([M + NH4]+) C9H17N4O2 = 213.1352.
Found 213.1366.


2-(3-Azidopropyl)-2-methyl-1,3-cyclohexanedione 4b. Prepared
and purified according to the general procedure from 9b (4.82 g,
16.4 mmol), sodium azide (5.33 g, 82.0 mmol) and Bu4NI (59 mg,
0.16 mmol). The product was obtained as a pale yellow oil (3.0 g,
14.3 mmol, 87%): IR mmax(KBr/film)/cm−1 2950s, 2933s, 2875w,
2098s (N3), 1725s (C=O), 1695s (C=O), 1459m, 1427m, 1263m
and 1024m. 1H NMR (270 MHz; CDCl3) dH 1.21 (3H, s, CH3),
1.30–1.41 (2H, m, CH2), 1.75–1.86 (2H, m, CH2), 1.88–1.97 (2H,
m, CH2), 2.63 (4H, t, J 6.5, 2 × CH2CO) and 3.20 (2H, t, J 6.5,
CH2N3). 13C NMR (67.5 MHz; CDCl3) dC 17.6 (CH2CH2CO),
20.8 (CH3), 24.4 (CH2), 33.1 (CH2), 37.9 (CH2CO), 51.3 (CH2N3),
65.1 (C) and 210.1 (C=O). LRMS (CI+/NH3): m/z (%) = 227 ([M
+ NH4]+, 100), 199 (75), 184 (25), 167 (87) and 153 (32). HRMS
(CI+/NH3): m/z calcd for ([M + NH4]+) C10H19N4O2 = 227.1508.
Found 227.1506.


2-(3-Azidopropyl)-2-benzyl-1,3-cyclohexanedione 4c. Prepared
and purified according to the general procedure from 9c (3.36 g,
9.1 mmol), sodium azide (2.96 g, 45.5 mmol) and Bu4NI
(34 mg, 0.09 mmol). The product was obtained as an oil,
which solidified on standing in a freezer (2.05 g, 7.2 mmol,
79%): IR mmax(KBr/film)/cm−1 3063w, 3031w, 2933s, 2886m, 2098s
(N3), 1722s (C=O), 1694s (C=O), 1455m, 1259m, 1032m, 762m
and 703s. 1H NMR (270 MHz; CDCl3) dH 1.23–1.40 (3H, m,


CH2CH2CO and 1-H or 2-H), 1.57–1.71 (1H, m, CH2CH2CO),
1.92–1.98 (2H, m, 1-H or 2-H), 2.13 (2H, ddd, J 17.0, 9.0 and
5.0, CH2CO), 2.43 (2H, ddd, J 17.0, 7.5 and 5.0, CH2CO), 3.06
(2H, s, CH2Ph), 3.20 (2H, t, J 7.0, CH2N3), 6.96–7.01 (2H, m,
Ph) and 7.20–7.28 (3H, m, Ph). 13C NMR (67.5 MHz; CDCl3) dC


15.6 (CH2CH2CO), 24.8 (CH2), 34.3 (CH2), 40.6 (CH2CO), 45.3
(CH2Ph), 51.1 (CH2N3), 68.7 (C), 127.1, 128.4, 129.6 (CH of Ph),
135.8 (C of Ph) and 211.7 (C=O). LRMS (CI+/NH3): m/z (%) =
303 ([M + NH4]+, 100) and 258 (96). HRMS (CI+/NH3): m/z
calcd for ([M + NH4]+) C16H23N4O2 = 303.1821. Found 303.1823.


General procedure for the Schmidt rearrangement of
azidodiketones 4 utilising achiral Lewis acids


Lewis acid (2.5 eq. unless otherwise stated) was added to a solution
of an azidodiketone 4 (1.0 eq.) in dry ether (10 ml per mmol of 4)
and the reaction was stirred at ambient temperature. The progress
of the reaction was monitored by the disappearance of the azide
stretch in the IR spectrum. After the reaction was complete (or at
72 hours, whichever was sooner), saturated NaHCO3 solution was
slowly added to quench the excess Lewis acid and the resulting
mixture was extracted with DCM. The combined organic layers
were washed with brine, dried (Na2SO4) and evaporated. The
residue was purified by flash chromatography (methanol–DCM).


Preparation of 8a-methylhexahydroindolizine-5,8-dione 6a.
Prepared and purified according to the general procedure from
4a (100 mg, 0.51 mmol) and BF3·OEt2 (0.27 ml, 2 mmol, 4 eq.)
or EtAlCl2 (1.0 M solution in DCM, 1.28 ml) or TiCl4 (1.0 M
solution in DCM, 1.28 ml). The reaction was complete within
24, 6 and 1 h respectively. The product was obtained after flash
chromatography (56, 71 and 76 mg, 65, 83 and 89% respectively)
as an oil: IR mmax(KBr/film)/cm−1 2981m, 2933m, 2888m, 1722s
(C=O ketone), 1654s (C=O amide), 1430m, 1191m, 1141m and
1118m. 1H NMR (300 MHz; CDCl3) dH 1.34 (3H, s, CH3), 1.86–
2.02 (4H, m, CH2), 2.58–2.66 (3H, m, CH2), 2.71–2.85 (1H, m,
CH2), 3.49–3.58 (1H, m, 3-H) and 3.61–3.70 (1H, m, 3-H). 13C
NMR (67.5 MHz; CDCl3) dC 20.7 (CH2), 23.6 (CH3), 30.0 (CH2),
34.3 (CH2), 35.7 (CH2), 45.0 (3-C), 69.1 (8a-C), 168.2 (5-C) and
209.6 (8-C). LRMS (CI+/NH3): m/z (%) = 185 ([M + NH4]+, 80),
168 ([M + H]+, 100). HRMS (CI+/NH3): m/z calcd for ([M + H]+)
C9H14NO2 = 168.1025. Found 168.1020.


Preparation of 9a-methylhexahydropyrrolo[1,2-a]azepine-5,9-
dione 6b. Prepared and purified according to the general pro-
cedure from 4b (100 mg, 0.48 mmol) and BF3·OEt2 (0.25 ml,
1.92 mmol, 4 eq.) or EtAlCl2 (1.0 M solution in DCM, 1.2 ml)
or TiCl4 (1.0 M solution in DCM, 0.53 ml, 1.1 eq.). The reaction
was complete within 24, 6 and 1 h respectively. The product was
obtained as a pale yellow solid (74, 70 and 58 mg, 85, 80 and
67% respectively): mp 63–65 ◦C. IR mmax(KBr/film)/cm−1 2954s,
2921s, 2858s, 1718s (C=O ketone), 1648s (C=O amide), 1461m,
1407m, 1288w, 1105m and 1037m. 1H NMR (300 MHz; CDCl3)
dH 1.40 (3H, s, CH3), 1.77–1.82 (1H, m, CH2), 1.85–2.01 (4H, m,
CH2), 2.02–2.16 (1H, m, CH2), 2.26–2.40 (3H, m, CH2 and 6-H
or 8-H), 2.87 (1H, td, J 11.0 and 9.5, 6-H or 8-H), 3.51–3.63
(1H, m, 3-H) and 3.68–3.75 (1H, m, 3-H). 13C NMR (67.5 MHz;
CDCl3) dC 20.5 (CH2), 21.4 (CH3), 22.7 (CH2), 33.1 (CH2), 35.1
(CH2), 38.5 (CH2), 46.8 (3-C), 71.4 (9a-C), 170.4 (5-C) and 212.5
(9-C). LRMS (CI+/NH3): m/z (%) = 199 ([M + NH4]+, 12) 182


3502 | Org. Biomol. Chem., 2006, 4, 3498–3504 This journal is © The Royal Society of Chemistry 2006







([M + H]+, 100), and 138 (14). HRMS (CI+/NH3): m/z calcd for
([M + H]+) C10H16NO2 = 182.1181. Found 182.1181.


Preparation of 9a-benzylhexahydropyrrolo[1,2-a]azepine-5,9-
dione 6c. Prepared and purified according to the general pro-
cedure from 4c (117 mg, 0.41 mmol) and EtAlCl2 (1.0 M solution
in DCM, 1 ml). The product was obtained as a pale yellow solid
(92 mg, 87%): mp 158–160 ◦C; IR mmax(KBr/film)/cm−1 3060w,
3030w, 2945m, 2886m, 1718s (C=O ketone), 1649s (C=O amide),
1460m, 1268m, 1035m, 765m and 702s. 1H NMR (270 MHz;
CDCl3) dH 1.36–1.59 (2H, m, CH2), 1.72–1.87 (2H, m, CH2), 1.89–
2.04 (4H, m, CH2), 2.22 (1H, dd, J 11.0 and 7.5, 6-H or 8-H), 2.78
(1H, td, J 11.5 and 8.5, 8-H), 2.86 (1H, d, J 13.5, CHaHbPh), 3.36
(1H, d, J 13.5, CHaHbPh), 3.47 (1H, ddd, J 12.5, 9.5 and 2.5, 3-H)
and 3.65 (1H, ddd, J 12.5, 9.5 and 8.5, 3-H) and 7.04–7.25 (5H,
m, Ph). 13C NMR (67.5 MHz; CDCl3) dC 20.9 (CH2), 23.0 (CH2),
32.5 (CH2), 34.9 (CH2), 38.0 (CH2), 39.6 (CH2), 47.6 (3-C), 75.5
(9a-C), 127.2 (CH of Ph), 128.6 (CH of Ph), 130.5 (CH of Ph),
136.4 (C of Ph), 171.5 (5-C) and 211.0 (9-C). LRMS (CI+/NH3):
m/z (%) = 258 ([M + H]+, 100) and 166 (14). HRMS (CI+/NH3):
m/z calcd for ([M + H]+) C16H20NO2 = 258.1494. Found 258.1498.


General procedure for the reduction of lactams 6a–c


Sodium borohydride (2.5 eq.) was added to the solution of a
bicyclic lactam 6 (1.0 eq.) in methanol (15 ml per mmol of 6)
at room temperature in one portion. The reaction was stirred for
45 minutes and then quenched with water (0.1 ml per mmol of
6). The mixture was evaporated to dryness and the residue was
pre-absorbed on silica gel. The two diastereoisomeric products 11
and 12 were separated by flash chromatography.


Preparation of 8-hydroxy-8a-methylhexahydroindolizine-5-one
10a and 11a. Prepared according to the general procedure from
6a (31 mg, 0.185 mmol) and NaBH4 (17.5 mg, 0.463 mmol). The
1H NMR spectrum of the crude material showed a diastereomeric
ratio of ∼91 : 9. Flash chromatography (60% acetone–DCM) gave
the major diastereoisomer (26 mg, 83%): IR mmax(NaCl/film)/cm−1


3392br (O–H), 2973m, 2888m, 1606s (C=O), 1459m, 1413m,
1099m and 1054m. 1H NMR (300 MHz; CDCl3) dH 1.16 (3H, s,
CH3), 1.66 (1H, td, J 11.5 and 8.5, 6-H), 1.87–2.00 (4H, m, 2-H
and 7-H), 2.01–2.12 (1H, m, 6-H), 2.40 (1H, ddd, J 18.5, 9.5 and
9.0, 1-H), 2.52 (1H, ddd, J 18.5, 7.5 and 2.5, 1-H), 3.38 (1H, br s,
OH), 3.41–3.56 (1H, m, 3-H) and 3.59–3.67 (2H, m, 3-H and 8-H).
13C NMR (75.5 MHz; CDCl3) dC 18.3 (CH3), 20.7 (2-C or 7-C),
25.9 (2-C or 7-C), 29.5 (1-C or 6-C), 39.3 (1-C or 6-C), 45.3 (3-C),
64.2 (8a-C), 74.3 (8-C) and 168.4 (5-C). LRMS (CI+/NH3): m/z
(%) = 170 ([M + H]+, 100) and 125 (5). HRMS (CI+/NH3): m/z
calcd for ([M + H]+) C9H16NO2 = 170.1181. Found 170.1179. The
minor isomer was not isolated following chromatography.


Preparation of 9-hydroxy-9a-methyloctahydropyrrolo[1,2-a]-
azepine-5-one 10b and 11b. Prepared according to the general
procedure from 6b (54 mg, 0.3 mmol) and NaBH4 (28 mg,
0.75 mmol). The 1H NMR spectrum of the crude material showed
a diastereomeric ratio of ∼71 : 29. Flash chromatography (30%
acetone–DCM) gave the major diastereoisomer (30 mg, 55%): IR
mmax(NaCl/film)/cm−1 3389br (O–H), 2971s, 2939s, 2876s, 1601s
(C=O), 1443s, 1051m and 1026m. 1H NMR (270 MHz; CDCl3)
dH 1.28 (3H, s, CH3), 1.48–2.12 (8H, m, 1-H, 2-H, 7-H and 8-H),
2.40–2.60 (3H, m, 6-H and OH), 3.28–3.44 (2H, m, 3-H and 9-H)


and 3.77–3.85 (1H, m, 3-H). 13C NMR dC (67.5 MHz; CDCl3)
18.3 (CH3), 20.7 (1-C), 21.7 (7-C), 34.1 (8-C), 37.0 (6-C), 42.1
(2-C), 49.4 (3-C), 65.2 (9a-C), 77.5 (9-C) and 173.6 (5-C). LRMS
(CI+/NH3): m/z (%) = 184 ([M + H]+, 100). HRMS (CI+/NH3):
m/z calcd for ([M + H]+) C10H18NO2 = 184.1338. Found 184.1340.
Further elution gave the minor diastereoisomer (11 mg, 20%): 1H
NMR (270 MHz; CDCl3) dH 1.35 (3H, s, CH3), 1.57–2.06 (8H, m,
1-H, 2-H, 7-H and 8-H), 2.49–2.66 (3H, m, 6-H and OH), 3.43
(1H, ddd, J 12.0, 9.5 and 7.5, 3-H) and 3.73–3.82 (2H, m, 3-H and
9-H); 13C NMR (75.5 MHz; CDCl3) dC 16.7 (CH3), 21.4 (1-C), 23.7
(7-C), 30.9 (8-C), 37.4 (6-C), 39.7 (2-C), 50.1 (3-C), 65.2 (9a-C),
72.3 (9-C) and 173.4 (5-C).


Preparation of 9a-benzyl-9-hydroxyoctahydropyrrolo[1,2-a]-
azepine-5-one 10c and 11c. Prepared according to the general
procedure from 6c (92 mg, 0.36 mmol) and NaBH4 (34 mg,
0.9 mmol). The 1H NMR spectrum of the crude material showed
a diastereomeric ratio of 71 : 29. Flash chromatography (25%
acetone–DCM) gave the major diastereoisomer (51.4 mg, 55%):
IR mmax(NaCl/film)/cm−1 3394br (O–H), 2960m, 2933m, 2869m,
1598s (C=O), 1452m, 1265w, 748w and 701w. 1H NMR (300 MHz;
CDCl3) dH 0.32–0.50 (1H, m, 2-H), 1.26–1.40 (1H, m, 2-H), 1.65–
1.80 (1H, m, 7-H), 1.92–2.26 (5H, m, 1-H, 1 × 7-H and 8-H),
2.74–2.90 (2H, m, 6-H), 2.88 (1H, d, J 14.0, CHaHbPh), 3.21 (1H,
br s, OH), 3.31–3.41 (2H, m, 3-H), 3.39 (1H, d, J 14.0, CHaHbPh),
3.55 (1H, dt, J 10.0 and 5.0, 9-H) and 7.09–7.28 (5H, m, Ph). 13C
NMR (75.5 MHz; CDCl3) dC 19.9 (2-C), 22.0 (7-C), 33.7 (8-C),
36.1 (CH2Ph), 37.3 (6-C), 39.0 (1-C), 50.1 (3-C), 68.7 (9a-C), 78.1
(9-C), 126.7 (CH of Ph), 128.5 (CH of Ph), 130.3 (CH of Ph),
137.4 (C of Ph) and 173.9 (5-C). LRMS (CI+/NH3): m/z (%) =
260 ([M + H]+, 100) and 168 (26). HRMS (CI+/NH3): m/z calcd
for ([M + H]+) C16H22NO2 = 260.1651. Found 260.1656. Further
elution gave the minor diastereoisomer (21.7 mg, 23%): 1H NMR
(300 MHz; CDCl3) dH 0.69–0.86 (1H, m, 2-H), 1.45–1.60 (1H, m,
2-H), 1.69–1.84 (1H, m, 7-H), 1.90–2.04 (3H, m, 1-H, 7-H and 8-
H), 2.18–2.25 (2H, m, 8-H and OH), 2.39–2.50 (1H, m, 1-H), 2.61
(1H, d, J 14.0, CHaHbPh), 2.62–2.88 (2H, m, 6-H), 3.32–3.50 (2H,
m, 3-H), 3.47 (1H, d, J 14.0, CHaHbPh), 3.80–3.97 (1H, br m, 9-H)
and 7.12–7.33 (5H, m, Ph). 13C NMR (75.5 MHz; CDCl3) dC 17.1
(7-C), 20.8 (2-C), 30.6 (8-C), 36.0 (1-C), 37.5 (6-C), 41.3 (CH2Ph),
50.6 (3-C), 68.9 (9a-C), 72.6 (9-C), 126.9 (CH of Ph), 128.5 (CH
of Ph), 130.2 (CH of Ph), 136.8 (C of Ph) and 173.4 (5-C).


General procedure for desymmetrising Schmidt-type reactions
mediated by (−)-menthoxyaluminium dichloride


A 1.0 M solution of EtAlCl2 (1 eq.) was added to a solution of (−)-
menthol (1.2 eq.) in dry hexane (4.5 ml per mmol of azidodiketone
4). After stirring at room temperature for 30 minutes, a solution
of an azidodiketone 4 (1 eq.) in dry toluene (4.5 ml per mmol of 4)
was added to the mixture via a cannula. The reaction was stirred
for 72 h, then quenched with saturated aqueous NaHCO3 and
extracted with DCM. The combined organic layers were washed
with brine, dried (Na2SO4), and evaporated and the residue was
purified by flash chromatography (3% methanol–DCM).


Reaction with 4a. The reaction was carried out according to
the general procedure from 4a (124.4 mg, 0.637 mmol), EtAlCl2


(1 M solution in DCM, 637 ll, 0.637 mmol) and (−)-menthol
(119 mg, 0.764 mmol). The 1H NMR spectrum of the crude
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mixture showed a 40% conversion. Flash chromatography of the
crude material yielded 6a (36.4 mg, 35%): ee = 0% determined by
1H NMR spectrum of the Mosher’s ester of alcohol 10a following
reduction: 1H NMR (270 MHz; CDCl3) dH (inter alia) 1.11 (s, CH3,
50%) and 1.41 (s, CH3, 50%).


Reaction with 4b. The reaction was carried out according to
the general procedure from 4b (200 mg, 0.96 mmol), EtAlCl2 (1 M
solution in DCM, 0.96 ml, 0.96 mmol) and (−)-menthol (180 mg,
1.15 mmol). The 1H NMR spectrum of the crude mixture showed
a 67% conversion. Flash chromatography of the crude material
yielded 6b (87 mg, 50%): [a]21


D +4.4 (c 1 in DCM); ee = 5%
determined by 19F NMR spectrum of the Mosher’s ester of alcohol
10b following reduction: 19F NMR (250 MHz; CDCl3) dF −75.32
(52.5%) and −75.20 (47.5%).


Reaction with 4c. The reaction was carried out according to
the general procedure from 4c (58.4 mg, 0.205 mmol), EtAlCl2


(1 M solution in DCM, 205 ll, 0.205 mmol) and (−)-menthol
(38 mg, 0.246 mmol). The 1H NMR spectrum of the crude mixture
showed a 40% conversion. Flash chromatography of the crude
material yielded 6c (14 mg, 27%); ee = 0% determined by 19F
NMR spectrum of the Mosher’s ester of alcohol 10c following
reduction: 19F NMR (250 MHz; CDCl3) dF −74.95 (50%) and
−75.02 (50%).


General procedure for desymmetrising Schmidt reaction mediated
by (S)-binaphthoxyaluminium chloride


A 1 M solution of Me2AlCl (1 eq.) was added dropwise to a
solution of (S)-BINOL (1.2 eq.) in DCM (12 ml per mmol of
azidodiketone 4). The evolution of gas and the formation of
a white precipitate were observed. The mixture was stirred at
room temperature for 2 h, after which DCM was removed via the
vacuum line and toluene (6 ml per mmol of 4) was added to the
resulting residue. Then the solution of an azidodiketone 4 (1 eq.)
in toluene (6 ml per mmol of 4) was added to the chiral Lewis acid
via a cannula and the mixture was stirred at room temperature
for 72 h. The work-up, purification and determination of the
enantiomeric excesses of the products were carried out according
to the procedure described above.


Reaction with 4a. The reaction was carried out according to
the general procedure from 4a (100 mg, 0.51 mmol), Me2AlCl
(1 M solution in DCM, 0.51 ml, 0.51 mmol) and (S)-BINOL
(175 mg, 0.61 mmol). The 1H NMR spectrum of the crude mixture
showed a 22% conversion. Flash chromatography of the crude
material yielded 6a (15 mg, 18%): [a]24


D +26.0 (c 1 in DCM); ee =
6% determined by 1H NMR spectroscopy of the Mosher’s ester
derivative as above.


Reaction with 4b. The reaction was carried out according to
the general procedure from 4b (150 mg, 0.72 mmol), Me2AlCl (1 M
solution in DCM, 0.96 ml, 0.96 mmol) and (S)-BINOL (247 mg,
0.86 mmol). The 1H NMR spectrum of the crude mixture showed
a 50% conversion. Flash chromatography of the crude material
yielded 6b (33 mg, 25%): [a]20


D −7.1 (c 1 in DCM); ee = 4%
determined by 19F NMR spectrum of the Mosher’s esters as above.


Reaction with 4c. The reaction was carried out according to
the general procedure from 4c (100 mg, 0.35 mmol), Me2AlCl (1 M
solution in DCM, 0.35 ml, 0.35 mmol) and (S)-BINOL (120 mg,
0.42 mmol). The 1H NMR spectrum of the crude mixture showed
a 14% conversion. Flash chromatography of the crude material
yielded 6c (9 mg, 10%): ee = 0% determined by 19F NMR spectrum
of the Mosher’s esters as above.
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Petit and J.-F. Biard, J. Nat. Prod., 2006, 69, 558.


2 Y. Inubushi, H. Ishii and T. Harayama, Chem. Pharm. Bull., 1967, 15,
250.


3 R. G. Powell, D. Weisleder, C. R. Smith, Jr. and I. A. Wolff, Tetrahedron
Lett., 1969, 4081.


4 R. G. Powell, D. Weisleder and C. R. Smith, Jr., J. Pharm. Sci., 1972,
61, 1227.


5 H. Wolff, Org. React., 1946, 3, 307; G. R. Krow, Tetrahedron, 1981, 37,
1283.
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Subtilisin Carlsberg was covalently modified with comb-shaped poly(ethylene glycol) (PM13).
PM13-modified subtilisin (PM13-Sub) was readily solubilized in three different ionic liquids (ILs), i.e.,
[Emim][Tf2N], [C2OC1mim][Tf2N] and [C2OHmim][Tf2N]. Analysis of homogeneous enzymatic
reactions in the ILs revealed that PM13-Sub exhibited excellent catalytic performance while the native
enzyme suspended in ILs showed no activity. Hydrophobicity of ILs slightly affected enzyme activity,
and the relatively hydrophobic IL [Emim][Tf2N] was the preferred medium for enzymatic reactions,
similar to enzymatic reactions in conventional organic solvents. Enzyme activity was much higher in
[Emim][Tf2N] than in conventional organic solvents, and excellent activity was associated with unique
properties of ILs such as hydrophobicity and high polarity. Furthermore, PM13-Sub showed good
stability in [Emim][Tf2N], and maintained 80% of its initial activity after 60 h.


Introduction


Ionic liquids (ILs) are novel and functional solvents with unique
properties such as negligible volatility, thermal stability, and
relatively high polarity.1–3 One of the most attractive features of
ILs is their solvent property which can be controlled by changing
combinations of cations and anions or by appending functional
groups to constituent ions.4,5 Thus, a “tailor-made solvent” can
be chosen for a specific reaction. For example, ILs composed of
hydrophobic ions and that are immiscible with water would offer
a dual nature, i.e., polarity and hydrophobicity.6,7


Some researchers have recently become interested in using ILs as
non-aqueous media for biotransformation.8–10 Using hydrophobic
ILs as reaction media in biocatalysis often enhances the efficiency
of synthetic reactions by suppressing hydrolytic side reactions.
Moreover, ILs can dissolve a variety of polar compounds which
are not usually dissolved in non-polar organic solvents. Fol-
lowing the pioneering studies by some groups,11–13 many works
have been actively conducted on biocatalytic reactions in ILs
with lipases,14–17 proteases,18–20 oxidoreductases,21–23 and whole-
cell biocatalysts.24,25 Compared to conventional organic solvents,
ILs provide a comfortable environment for enzymes,19,26,27 and
some ILs are less harmful to cell membranes,25 resulting in high
biocatalytic performance. The possible use of ILs as novel reaction
media for biocatalysis has been demonstrated over the past 5 years,
showing relatively high enzyme activity and good regio- and
enantioselectivity.16,28,29


Since enzymes are biomacromolecules composed of polypeptide
chains with a hydrophilic nature, native enzymes are usually
insoluble in ILs. Therefore, enzymatic reactions in ILs are basically
limited to the use of suspended enzymes. Because catalytic activity
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of suspended enzymes in ILs is usually modest, several attempts
have been made to enhance activity of enzymes dispersed in ILs,
including addition of water to ILs18,20 or immobilization of the
enzyme on a solid support.30 When considering the industrial use
of enzymes as heterogeneous catalysts in ILs, low solubility of
enzymes is not so serious. However, insolubility of enzymes limits
further applications for ILs. Development of universal strategies
for solubilization of biocatalysts in ILs would break new ground.


There are at least two strategies for solubilizing enzymes in
ILs. One involves the introduction of functional groups into ILs
that show high affinity for protein molecules such as hydroxyl,
ether, and amide groups. Some ILs are known to solubilize
enzymes through hydrogen bonding interactions; however, these
ILs often induce conformational changes in proteins, resulting in
inactivation of enzymes.31,32 Another strategy for solubilization
of enzymes is to modify them with a compound which has an
affinity to ILs, and shows good solubility in ILs. Crown ether
and poly(ethylene glycol) (PEG), both of which are composed
of ethylene glycol units, dissolve well in ILs. By using the
inherent properties of this family of compounds, we successfully
demonstrated activation of lipases in ILs by physical complexation
with PEG,33 and quantitative extraction of cytochrome c from
an aqueous phase into ILs using crown ether.34 These results
prompted us to conduct chemical modification of enzymes with
PEG for solubilization in ILs. However, modification with only
a few PEG chains was insufficient to achieve high solubility, and
to activate enzymes. Most recently, we succeeded in solubilizing
subtilisin Carlsberg in ILs by chemical modification with comb-
shaped PEG (PM13), which is a promising modifier for introducing
a large number of PEG chains into a protein molecule.35


In the present study, subtilisin was modified with comb-shaped
PM13 (Fig. 1), and its catalytic behavior in ILs was investigated.
We discussed effects of molecular structures of PEG derivatives
on catalytic activity, and investigated correlations between enzyme
activities and solvent properties of reaction media.
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Fig. 1 Schematic illustration of modification of subtilisin with comb-
shaped PEG (PM13).


Results and discussion


Characterization and solubility of PM13-modified subtilisin


Proteins dissolve in aqueous solutions by significant contributions
from hydrogen bonding of water molecules. However, in ILs, there
are little interactions between protein molecules and IL molecules,
resulting in extremely low solubility of enzymes. Alterations of
chemical structures of ILs would be effective for solubilizing
enzymes; however, inactivation of enzymes due to denaturation
of proteins by surrounding ionic solvents has been reported.31,32


Alternatively, modification of enzymes with PEG is a rational
strategy for solubilization of enzymes in ILs because PEG dissolves
well in ILs. Some researchers attempted to improve catalytic
performance of enzymes by covalent modification with PEG;17,36


however, chemical modification with single-chained PEG did not
result in sufficient solubility and activity of enzymes. We assume
that this was due to insufficient numbers of PEG chains per
enzyme. To test this hypothesis, we used a highly-branched PEG
derivative, called comb-shaped PEG, as the enzyme modifier to
introduce sufficient quantities of PEG chains onto the surface of
a model enzyme, subtilisin Carlsberg.


Comb-shaped PEG, PM13, is a branched PEG derivative, and
has multivalent reactive sites (carboxylic acid anhydride) in its
backbone which can react with amino groups in a protein molecule
(Fig. 2). Degree of modification of amino groups in the protein
molecule and protein content of PM13-Sub were determined by
the TNBS method and the BCA assay, respectively. Based on
these examinations, we found that about 50% of amino groups in
subtilisin were modified with carboxyl groups of PM13, and that
the resultant PM13-Sub conjugate contained 5 wt% of subtilisin.


Since modification of enzymes often induces loss of activity,
we first examined enzyme activity of PM13-Sub by hydrolysis of
p-nitrophenyl butyrate in water. The specific activity of PM13-
Sub was comparable to that of native subtilisin, suggesting that
decline of enzyme activity during the modification process was
negligible. Secondly, we investigated the size of PM13-Sub using
size-exclusion chromatography equipped with multi-angle light
scattering (SEC-MALS). Since PM13 has multivalent reactive sites
for protein molecules, it is possible to crosslink enzymes via PM13 as
a crosslinker. The SEC-MALS measurements revealed that PM13-


Fig. 2 Chemical structures and abbreviations of ILs and PEG derivatives.


Sub was a highly crosslinked enzyme with a molecular weight
ranging from 20 000 to around 1 000 000 Da. Thirdly, we examined
solubility of subtilisin in ILs. As expected, native subtilisin did
not dissolve in the typical IL [Emim][Tf2N]. Functionalized ILs
[C2OC1mim][Tf2N] and [C2OHmim][Tf2N], which have hydrogen
bonding abilities are expected to solubilize enzymes. Nevertheless,
native subtilisin did not dissolve in either of these ILs. In
contrast, PM13-Sub was readily solubilized in all ILs tested to
the concentration of at least 40 mg mL−1 (containing 2 mg mL−1


of subtilisin). It is noteworthy that PM13-Sub was dissolved in
pure ILs with no addition of water. Solubilization of the enzyme
in these ILs is attributed to the high density of PEG chains on the
protein surface, although we could not estimate the exact number
of PEG chains attached per enzyme.


Enzymatic reactions in ILs


Several groups have reported that enzymes dissolved in ILs signifi-
cantly lose their original activities.12,31,37 It is likely that ILs that can
solubilize enzymes also interact with protein molecules, and cause
structural changes, resulting in inactivation of enzymes. Although
we succeeded in solubilization of subtilisin in ILs, the solubilized
enzyme may not exhibit maximal activity. Enzyme activity of
PM13-Sub solubilized in [Emim][Tf2N] was thus investigated by
transesterification of N-acetyl-L-phenylalanine ethyl ester with 1-
butanol as a model reaction. Subtilisin Carlsberg has been widely
studied in enzymatic reactions in non-aqueous media owing to
its comparatively high tolerance for organic solvents and its high
catalytic activity.38,39 However, in ILs, native subtilisin showed no
activity (Fig. 3). On the other hand, PM13-Sub exhibited remark-
ably high catalytic performance in ILs. It is worth mentioning that
PM13-Sub allowed homogeneous enzymatic reactions in ILs. A
large quantity of PEG chains covering an enzyme surface could
enhance solubility of the enzyme, and protect the enzyme in
ILs. Hydrophilic PEG chains may also contribute to retention
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Fig. 3 Time-courses of transesterifications of N–Ac–L–Phe–OEt with
1-butanol catalyzed by native subtilisin and PM13-Sub in [Emim][Tf2N].
Reaction conditions: N–Ac–L–Phe–OEt (100 mM) and 1-butanol
(500 mM), and subtilisin or PM13-Sub were stirred in 1 mL of [Emim][Tf2N]
at 40 ◦C. Each reaction was performed under these conditions unless stated
otherwise.


of essential water, which is required for enzyme activity.40 We
found that modification with PM13 was quite effective not only
for solubilization, but also for enhancing enzyme activity in ILs.


Next, we examined the effects of the molecular structure of a
modifier on enzyme activity in ILs using three PEG derivatives,
i.e., single-chained PEG1, double-chained PEG2 and comb-shaped
PM13 (Fig. 2). In terms of solubility, while PEG1-Sub was insoluble
in [Emim][Tf2N], PEG2-Sub was solubilized in [Emim][Tf2N] as
was observed with PM13-Sub. Amounts of PEG chains introduced
into the enzymes were almost equal in PEG1-Sub and PEG2-Sub
(about 4 to 5 chains). This indicated that solubility of the modified
enzymes might be affected by the shape of PEG rather than by the
amount of PEG attached to the enzyme. With regard to enzyme
activity, the higher enzyme activity was obtained with PM13-Sub
although PEG2-Sub was also solubilized in [Emim][Tf2N] (Fig. 4).
We suppose that coverage of the protein surface with abundant
PEG chains is necessary for achievement of high enzyme activity
in ILs.


Fig. 4 Effects of molecular structures of PEG derivatives on catalytic
activity with modified subtilisin.


Effects of solvents on catalytic activity


We prepared three different ILs with the same Tf2N− anion,
i.e., [Emim][Tf2N], [C2OC1mim][Tf2N], and [C2OHmim][Tf2N]
(Fig. 2), all of which were water-immiscible. Table 1 shows the
water content of these ILs in dried and water-saturated conditions.
[Emim][Tf2N] is the most hydrophobic IL among the three types
of ILs. Transesterification activity of PM13-Sub was examined in
the three ILs in the absence of water (i.e. dry ILs). Fig. 5 depicts


Table 1 Water content of ILs in dried and water saturated conditions
(20 ◦C)


Water content (ppm)


Dried Water saturated


[Emim][Tf2N] 495 18 200
[C2OC1mim][Tf2N] 830 24 700
[C2OHmim][Tf2N] 1640 84 500


Fig. 5 Transesterification activity of PM13-Sub in three ILs with different
structures of the imidazolium cation.


time-courses of transesterification catalyzed by PM13-Sub in the
three ILs. As the ILs became more hydrophilic, activity of PM13-
Sub decreased. This tendency might be associated with stripping
of essential water from the protein microenvironment to the bulk
solvent, leading to protein denaturation. Since all reactions were
performed in dry ILs, water molecules adsorbed to the protein
surface would partition more easily into hydrophilic ILs than
into hydrophobic ones. PM13-Sub would show a lower activity
in the more hydrophilic IL [C2OHmim][Tf2N]. This tendency was
consistent with enzymatic reactions in organic media. In addition,
[C2OC1mim][Tf2N] and [C2OHmim][Tf2N], which possess coordi-
nating and hydrogen bonding abilities, may have directly affected
enzymes. The results suggested that hydrophobic IL appeared to
be suitable for homogeneous enzymatic reaction in ILs using PEG-
modified enzymes. Thus [Emim][Tf2N] was used in the following
experiments.


We compared enzyme activities in ILs with those in organic
solvents commonly used in non-aqueous enzymatic reactions.
We selected toluene, dichloromethane, methyl tert-butyl ether
(MTBE), tetrahydrofuran (THF), dimethylsulfoxide (DMSO),
and acetonitrile as organic solvents. Since PM13-Sub did not
show sufficient solubility in MTBE, the reaction was conducted
heterogeneously in MTBE.


Transesterification efficiencies in [Emim][Tf2N] and organic
solvents, and polarities of reaction media are shown in Table 2.
Markedly high activity was observed in [Emim][Tf2N], while
no enzyme activity was shown in hydrophilic organic solvents
such as THF, DMSO, and acetonitrile. Toluene seemed to be
a relatively suitable medium for PM13-Sub. Absence of activity
in MTBE might be due to insolubility of PM13-Sub in the
reaction medium. We hypothesized that the excellent catalytic
activity in [Emim][Tf2N] was ascribed to the high polarity and
the hydrophobicity of the IL. Based on solvatochromism of
Reichardt’s dye, polarity of [Emim][Tf2N] was higher than that
of the organic solvents tested, and was very close to those of
short-chain alcohols such as ethanol. The transition state of this
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Table 2 Reichardt’s dye polarity (EN
T) values for ILs and organic


solvents, and transesterification efficiency of PM13-Sub in these media


Polaritya/EN
T


Initial reaction rate
[mmol/(h·g of enzyme)]


[Emim][Tf2N] 0.66 18.8
Acetonitrile 0.46 0
DMSO 0.44 0
Dichloromethane 0.31 0
THF 0.21 0
MTBEb 0.12 0
Toluene 0.10 5.6


a Measurements of EN
T values for ILs were conducted according to the


literature.16 The values for organic solvents were taken from a recent
review.44 b The reaction mixture was heterogeneous.


transesterification reaction is supposed to be relatively polar,39


and it would be stabilized more effectively in a highly polar
environment provided by the IL, leading to acceleration of the
reaction. However, polar organic solvents often cause protein
denaturation by stripping essential water as observed in DMSO
and acetonitrile. On the other hand, [Emim][Tf2N] is highly
polar, yet hydrophobic, and thus would strip hardly any water
molecules bound to proteins, resulting in retention of catalytically
active conformations of enzymes. Possession of these two opposite
properties (i.e., high polarity and hydrophobicity) cannot be
attained in conventional organic solvents, but is possible in ILs
whose physico-chemical properties can be controlled by changing
molecular structures of ILs. The present study also demonstrated
that ILs had great potential as reaction media for enzyme-
catalyzed reactions. Details of high catalytic efficiency in ILs have
not yet been clarified. Further investigations including kinetics
studies and spectroscopic analyses are required to elucidate the
mechanisms of enzymatic activation in ILs.


pH Memory and stability of subtilisin in ILs


In organic solvents, catalytic activity of enzymes depends on
the pH of the last aqueous solution to which the enzyme
was exposed because ionizable groups in the enzyme acquire
corresponding ionization states, which remain in organic solvents.
This phenomenon is known as “pH memory”.41,42 The pH memory
of enzymes in ILs is of great interest, although it has been scarcely
discussed. Therefore, we examined influence of pH on catalytic
activities of subtilisin in water, and PM13-Sub in [Emim][Tf2N]
(Fig. 6). The maximum activity of native subtilisin around pH 8 in
water coincided with that in the literature.42 In [Emim][Tf2N], the
catalytic activity of PM13-Sub was remarkably influenced by the
pH of the aqueous solution from which the enzyme was prepared.
The highest activity was found at the same pH in the case of the
aqueous system. These results suggested that pH memory was also
evident in ILs as well as in organic solvents.


For practical use of ILs as reaction media for biotransfor-
mations, long-term stability of a biocatalyst in ILs is desirable.
Some groups demonstrated increased stability of enzymes in ILs
compared to organic media, and further enhancement of stability
by addition of a substrate.19,26 Nonetheless, native enzymes were
inactivated within a few hours in ILs. Here, we studied the stability
of PM13-Sub solubilized in [Emim][Tf2N]. We found that PM13-
Sub showed good stability for a long period in [Emim][Tf2N], and


Fig. 6 Effects of pH on enzyme activity in water and in IL: (A) hydrolysis
of p-nitrophenyl butyrate in water with different pHs catalyzed by native
subtilisin (B) transesterification of N–Ac–L–Phe–OEt with 1-butanol in
[Emim][Tf2N] catalyzed by PM13-Sub prepared from aqueous solutions
with different pHs. Buffer solutions: 10 mM phosphate (circles), 10 mM
tris-HCl (squares), and 10 mM borate (triangles).


maintained 80% of its initial activity after 60 h (Fig. 7). The half-
life time (t1/2) of PM13-Sub in [Emim][Tf2N] was about 194 h, which
was much higher than those of native enzymes in [Emim][Tf2N]
without corresponding substrates (a-chymotrypsin: t1/2 = 1.08 h,19


C. antarctica lipase B: t1/2 = 3.7 h26). Enzymes sometimes exhibit
improved thermal and chemical stabilities by immobilization or
crosslinking. Subtilisin was assumed to acquire improved stability
by crosslinking via comb-shaped PM13. In addition, substantial
coverage of the protein surface by PEG chains may play an
important role in stabilization.


Fig. 7 Stability of PM13-Sub in [Emim][Tf2N] at 25 ◦C.


Conclusions


We demonstrated solubilization of subtilisin in three types of ILs in
the absence of water by chemical modification with a comb-shaped
PEG, PM13. The PM13-modified subtilisin, PM13-Sub, solubilized
in [Emim][Tf2N], exhibited remarkably high activity and good
stability in the IL. A higher activity of PM13-Sub was observed
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in a more hydrophobic IL, and this activity was much greater
than those seen in conventional organic solvents. Since enzymes
are homogeneously dissolved in ILs in the present system, it is
possible to analyze microscopic protein structures and to evaluate
catalytic activities of enzymes in ILs by spectroscopic methods.
The solubilization strategy demonstrated in this work could be
applied to other enzymes.


Experimental


Materials


Subtilisin Carlsberg was purchased from Sigma (St. Louis,
MO), and was used without further purification. Comb-
shaped PEG (PM13; SUNBRIGHT AM-1510 K, Mw: 15 000
to 20 000) and o-methoxypoly(ethylene glycol)-succinate N-
succinimidyl ester (PEG1; SUNBRIGHT ME-050CS, Mw:
5 000) were obtained from NOF Co. (Tokyo, Japan); and
2,4-bis(o-methoxypolyethylene glycol)-6-chloro-s-triazine (PEG2,
Mw: 10,000) was from Seikagaku Co. (Tokyo, Japan). Ionic liquids
1-ethyl-3-methylimidazolium bis(trifluoromethanesulfonyl)imide
([Emim][Tf2N]), and its ether ([C2OC1mim][Tf2N]) and hy-
droxyl ([C2OHmim][Tf2N]) analogues were prepared as previously
described,6,43 and were dried for 48 h under vacuum. Molecular
structures and abbreviations of PEG derivatives and ILs used in
this study are shown in Fig. 2. All other chemicals were of reagent
grade.


Water content and polarity evaluation of ILs


Each dried IL was diluted with anhydrous methanol to reduce
viscosity, then its water content was measured using a Karl
Fischer moisture titrator (Mitubishi, CA-07 Moisturemeter).
Water contents of the dry ILs were calculated by subtracting that
of anhydrous methanol. Those of water saturated ILs were also
measured in the same manner after equilibration of ILs with water.


Polarity of ILs was evaluated by solvatochromism of
Reichardt’s dye.44 Reichardt’s dye (2,6-diphenyl-4-(2,4,6-
triphenylpyridinio)phenolate, 0.8 mg) was dissolved in each
IL (1 mL), and was centrifuged to remove insoluble particles.
Wavelength of the absorption maximum was measured using a
UV–vis spectrophotometer (JASCO V-570) at 25 ◦C, and was
converted to normalized polarity scales (EN


T) ranging from 0.0 for
tetramethylsilane to 1.0 for water, using the following equations.


ET(solvent) [kcal/mol] = 28591
kmax [nm]


EN
T (solvent) = ET(solvent) − 30.7


32.4


Modification of subtilisin with PEG derivatives


Modification of subtilisin with comb-shaped PEG (PM13) was
performed according to Inada et al.45 To a subtilisin solution
(2 mg mL−1, 4 mL) in 0.1 M sodium borate buffer (pH 8.5),
crystalline PM13 (200 mg) was added, followed by stirring at
4 ◦C in an ice-bath for 1 h. The reaction mixture was filtered
using an Ultra-4 membrane (MWCO: 30 000, Millipore), and was
washed three times with deionized water to remove unreacted
PM13. Following lyophilization for 48 h, PM13-modified subtilisin


(PM13-Sub) was obtained. Degree of modification of amino
groups in a subtilisin molecule was determined using 2,4,6-
trinitrobenzenesulfonic acid (TNBS),46 and protein content of
PM13-Sub was estimated by the bicinchoninic acid (BCA) assay.47


Subtilisin modified with two different PEG derivatives, i.e., single-
chained PEG1 and double-chained PEG2, was prepared in a
similar manner to PM13-Sub except for reaction temperature
(25 ◦C) for PEG1 modification.


Size-exclusion chromatography with multi-angle light scattering
(SEC-MALS)


To investigate the molecular weight of PM13-Sub, we used the
SEC-MALS system. Weight-averaged molecular weight (Mw) can
be determined by light scattering responses of eluted compounds
in various fractions separated by SEC. The SEC-MALS analysis
was performed using the JASCO HPLC system equipped with a
multi-angle light-scattering detector (DAWN EOS, Wyatt Tech-
nology Co.), an RI detector (RI-2031 Plus, JASCO) and a UV
detector (UV-970, JASCO). A Superdex 200 10/300 GL column
(Amersham Biosciences) was used for SEC separation with 10 mM
sodium phosphate buffer containing 0.1 M NaCl as eluent, at a
flow rate of 0.8 mL min−1. PM13-Sub was dissolved in the elution
buffer, and was injected into HPLC for analysis.


Preparation of the pH-adjusted enzyme


PM13-Sub (70 mg) was dissolved in deionized water (10 mL), and
was dialyzed twice against 2 L 10 mM phosphate buffer (pH 7.0),
followed by lyophilization for 48 h. A 15 mg portion of the dialyzed
PM13-Sub was dissolved again in 2 mL of each buffer solution
(phosphate, Tris-HCl or borate buffer) with different pHs, and
then lyophilized for 48 h to obtain pH-adjusted PM13-Sub.


Enzyme activity assay in water, organic solvents, and ILs


The catalytic activity of subtilisin in water was examined by
hydrolysis of p-nitrophenyl butyrate in each buffer at 37 ◦C,
monitoring p-nitrophenol liberated during hydrolysis by subtilisin
with a UV–vis spectrophotometer at 420 nm. In ILs and organic
solvents, enzyme activities were evaluated in transesterification of
100 mM N-acetyl-L-phenylalanine ethylester (N–Ac–L–Phe–OEt)
with 500 mM 1-butanol by 1 mg mL−1 of enzyme at 40 ◦C. The
reaction was started by adding the enzyme into the reaction media
containing the substrates. Samples were periodically removed from
reaction mixtures, diluted 10-fold with acetonitrile, and injected
into a HPLC system (LC-10AT VP, Shimadzu) equipped with an
Inertsil ODS-3 column (4 × 250 mm, GL Science). A solution of
acetonitrile–5% acetic acid (80 : 20 v/v) was used as eluent, at a
flow rate of 1.0 mL min−1. Eluted compounds were monitored by
a UV–vis detector (SPD-M10A VP) at 257 nm.


In the enzyme stability test, PM13-Sub was solubilized in
[Emim][Tf2N], and was settled at 25 ◦C. A portion of the solution
was periodically taken out, and was mixed with the IL containing
substrates to initiate the reaction. The 100% activity corresponded
to initial activity at 0 h.
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15 S. H. Shöfer, N. Kaftzik, P. Wasserscheid and U. Kragl, Chem.


Commun., 2001, 425–426.
16 S. Park and R. J. Kazlauskas, J. Org. Chem., 2001, 66, 8395–8401.
17 J. L. Kaar, A. M. Jesionowski, J. A. Berberich, R. Moulton and A. J.


Russell, J. Am. Chem. Soc., 2003, 125, 4125–4131.
18 J. A. Laszlo and D. L. Compton, Biotechnol. Bioeng., 2001, 75, 181–186.
19 P. Lozano, T. de Diego, J. P. Guegan, M. Vaultier and J. L. Iborra,


Biotechnol. Bioeng., 2001, 75, 563–569.
20 M. Eckstein, M. Sesing, U. Kragl and P. Adlercreutz, Biotechnol. Lett.,


2002, 24, 867–872.


21 G. Hinckley, V. V. Mozhaev, C. Budde and Y. L. Khmelnitsky,
Biotechnol. Lett., 2002, 24, 2083–2087.


22 J. A. Laszlo and D. L. Compton, J. Mol. Catal. B: Enzym., 2002, 18,
109–120.


23 M. Eckstein, M. Villela Filho, A. Liese and U. Kragl, Chem. Commun.,
2004, 1084–1085.


24 J. Howarth, P. James and J. Dai, Tetrahedron Lett., 2001, 42, 7517–
7519.


25 H. Pfruender, M. Amidjojo, U. Kragl and D. Weuster-Botz, Angew.
Chem., Int. Ed., 2004, 43, 4529–4531.


26 P. Lozano, T. de Diego, D. Carrié, M. Vaultier and J. L. Iborra,
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Editorial: DNA-based nanoarchitectures and
nanomachines
DOI: 10.1039/b609077j


The emerging area of DNA-based architectures and machines promises exciting opportunities and will
impact on the future of DNA structures in nanobiotechnology.


Nucleic acids (DNA and RNA) represent
exciting biomolecules that nature has op-
timized over billions of years. Not only
do they function uniquely as carriers of
the genetic information to translate their
structures into proteins; nucleic acids, and
particularly DNA, also show promise as
functional biomolecules for applications in
materials science and nanotechnology.


Important chemical and structural in-
formation exists in the DNA chains. This
includes specific Watson–Crick, H-bonded
interactions that lead to organized helical
double strands1 or to the self-assembly
of nucleic acids to other structural mo-
tifs such as G-quadruplexes.2 The duplex
structure of DNA allows specific interca-
lation to form helical structures, whereas
the negatively charged phosphate units
permit the association of ions to form
DNA wires.3


The interaction of enzymes such as poly-
merase, ligase or endonucleases with DNA
enables the replication, covalent ligation or
sequence-specific scission of DNA, thus
providing nano-tools to manipulate and
mould the DNA structures. These unique
features of DNA, together with the avail-
ability of synthetic nucleotides or DNA
analogues4 and automated techniques to
synthesise substantial quantities of nucleic
acids, pave the way to use DNA and its
analogues as powerful functional building
blocks in materials science.


In recent years there have been sev-
eral significant advances in using nu-
cleic acids as units for constructing inge-
nious two- or three-dimensional nanos-
tructures with designed compositions,
shapes and geometries.5,6 These efforts
yielded not only artistic architectures such
as DNA tiles7 and triangle arrays8 but
also led to ‘bottom-up’, DNA-templated
nanocircuitry9 and devices.10


Furthermore, the information stored in
DNA allows its application as an active
dynamic biomolecule that duplicates func-
tions of machines. The sequence-specific
hybridization, scission and ligation of
DNA enable the controlled targeting of nu-
cleic acids, their specific scission and vecto-
rial translation on a ‘DNA track’. In addi-
tion, DNA structures that mimic machine
functions such as tweezers,11 walkers12 or
gears13 have been made. These scientific
advances are not only of intellectual value,
but have important future practical im-
plications. Ultrasensitive DNA detection
schemes14 or nanotransporter units15 have
already been made and their value as
sensors or drug-release systems explored.


This themed issue in Organic &
Biomolecular Chemistry brings together
a collection of articles dedicated to the
emerging area of ‘DNA-based nanoarchi-
tectures and nanomachines’. Collectively,
these articles illustrate recent advances
in the field and highlight a promising


and diverse future. For example, the Per-
spective article by Jean-Louis Mergny
from the Laboratoire de Biophysique,
at the Muséum National d’Histoire Na-
turelle in Paris, France, provides an insight
and overview of nanostructures involving
quadruplexes.16 In addition, the series of
papers in this themed issue represents the
latest results in the field, written by leading
scientific authorities.


The editors would like to thank the
authors for their contributions and enthu-
siasm to participate in this effort. We hope
that the readers will enjoy reading these
articles and appreciate the exciting
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opportunities and future impact of DNA
structures in nanobiotechnology.
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Wasalexins A and B are crucifer phytoalexins produced by two substantially different plant species, a
wild species abundant in the Canadian prairies and a condiment plant widely cultivated in Japan.
Interestingly, both plant species are resistant to an economically important fungal plant pathogen, the
blackleg fungus [Leptosphaeria maculans (Desm.) Ces. et de Not., asexual stage Phoma lingam (Tode ex
Fr.) Desm.]. The transformation of wasalexins A and B in cultures of isolates of L. maculans, an isolate
highly virulent towards canola (BJ 125) and a less common isolate which is virulent towards wasabi
(Laird 2/Mayfair 2) was investigated. It was established that both fungal isolates are able to efficiently
metabolize and detoxify wasalexins A and B through reduction in the case of wasalexin A or through
hydrolysis followed by reduction in the case of wasalexin B. Moreover, a close structural analogue of
wasalexins, which does not occur naturally, was also found to be reduced in cultures of L. maculans.
The structures of the new metabolic products were elucidated using spectroscopic methods and were
confirmed by synthesis. Bioassays indicated that the biotransformation of wasalexins is a detoxification
process that may contribute to the aggressive nature of these fungal isolates towards plants that produce
wasalexins.


Introduction


The phytoalexins wasalexins A (1a) and B (1b) are produced in re-
sponse to biotic and abiotic stress in wasabi (Wasabia japonica syn.
Eutrema wasabi), a condiment plant widely cultivated in Japan,1


and in pennycress or stinkweed (Thlaspi arvense), a weed common
in the Canadian prairies.2 Phytoalexins are chemical defenses
biosynthesized de novo by plants in response to pathogen attack
and other forms of stress. Because wasalexins A (1a) and B (1b)
were found to be produced in two rather different plant species that
are known to be resistant to the fungus Leptosphaeria maculans
(Desm.) Ces. et de Not. [asexual stage Phoma lingam (Tode ex
Fr.) Desm.], it was of great interest to investigate their effect on
this pathogen. L. maculans is the causative agent of “blackleg”, an
economically important disease of crucifer crops worldwide. This
plant pathogen is able to transform enzymatically plant defense
metabolites, phytoalexins and related metabolites, to products with
significantly lower antifungal activity.3 For example, L. maculans
detoxified the phytoalexins brassinin (2),3 cyclobrassinin (4)3 and
brassilexin (5)4 to products 3 and 6, respectively (Scheme 1).
Detoxification reactions of phytoalexins in plant pathogenic fungi
are detrimental to the plant and favourable to the pathogen.
Consequently, inhibition of these enzymatic processes could be
used to prevent fungal colonization of plant tissues. Toward this
goal, we have been evaluating detoxification pathways of crucifer
phytoalexins and designing phytoalexin detoxification inhibitors,
i.e. paldoxins, to protect the plant against fungal colonization.3


Department of Chemistry, University of Saskatchewan, 110 Science Place,
Saskatoon, SK, Canada S7N 5C9. E-mail: s.pedras@usask.ca Fax:
+1 (1)306 9664730; Tel: +1 (1)306 9664772
† Electronic supplementary information (ESI) available: 1H NMR of new
compounds for proof of purity. See DOI: 10.1039/b609367a


Scheme 1 Metabolism of brassinin (2),3 cyclobrassinin (4)3 and bras-
silexin (5)4 in Leptosphaeria maculans.


In a continuation of those studies, we investigated the transfor-
mation of wasalexins A (1a) and B (1b) in two different isolates
of L. maculans, an isolate that is highly virulent towards canola
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Table 1 Metabolism of wasalexin A (1a) and its metabolites 7 and 8 in cultures of Leptosphaeria maculans isolates BJ 125 and Laird 2/Mayfair 2


Compound added to fungal cultures
Products of metabolism (%)a after incubation for 6–96 h


Isolate BJ 125 Isolate Mayfair 2


Wasalexin A (1a)b 6 h: 7 (47 ± 3); 8 (46 ± 1) 6 h: 7 (28 ± 8); 8 (18 ± 2)
Dihydrowasalexin (7)b 6 h: 8 (49 ± 3) 6 h: 7 (18 ± 2); 8 (24 ± 4);


12 h: 8 (66 ± 1) 12 h: 7 (<5); 8 (21 ± 7)
24 h: 8 (78 ± 3) 24 h: 8 (31 ± 6)


1-Methoxy-3-methylindol-2-one (8)c Slow transformation to undetermined
products (79 ± 6 after 96 h)


Slow transformation to undetermined
products (38 ± 5 after 96 h)


a Average percentage yield relative to total amount of compound added to culture (% ± standard deviations; triplicate samples) calculated by HPLC
analysis using calibration curves constructed for each compound. b Compound (5 × 10−5 M concentration in the culture) dissolved in DMSO was added
to 7-d-old mycelia in water and was incubated at 24 ± 2 ◦C. c Compound (5 × 10−5 M concentration in the culture) dissolved in DMSO was added to
48-h-old mycelia in minimal media and was incubated at 24 ± 2 ◦C.


(BJ 125) and a less common isolate which is virulent towards
wasabi (Laird 2/Mayfair 2).5 It was established that both isolates
are able to efficiently metabolize and detoxify wasalexins using
either two sequential reductive steps in the case of wasalexin A (1a)
or hydrolysis followed by reduction in the case of wasalexin B (1b).
Moreover, a close structural analogue of wasalexins, which does
not occur naturally, was also found to be reduced in both isolates of
L. maculans. The structures of the new products were determined
by spectroscopic methods and confirmed by total synthesis. The
results of these studies are described here for the first time.


Results and discussion


Fungal metabolism


Wasalexins A (1a) and B (1b) were synthesized and obtained as a
mixture of E (wasalexin A) and Z (wasalexin B) stereoisomers in
a 2 : 1 ratio, as described previously.6 The more stable E isomer
(1a) could be obtained by crystallization of the mixture using a
dichloromethane–hexane solution.2 The less stable Z isomer (1b)
could not be obtained as a single compound.1 The metabolism
of wasalexins A and B (5 × 10−5 M) in cultures of L. maculans
was analyzed over a period of several days by HPLC. The HPLC
chromatograms of EtOAc extracts of cultures of L. maculans,
isolates BJ 125 and Mayfair 2 (mycelia in water) incubated with
wasalexin A (1a) (tR 25.2 min) showed two new peaks, at tR 10.3 min
and tR 23.7 min, not present in control cultures (no wasalexins).
Furthermore, wasalexin A (1a) was not detected in extracts of cul-
tures of isolates BJ 125 or Mayfair 2 after incubation for six hours;
that is 1a appeared to be completely metabolized. Subsequently,
from larger scale cultures, the metabolites corresponding to the
new peaks at tR 10.3 min and tR 23.7 min were isolated and purified
(Table 1). The metabolite with tR 10.3 min (8) was found to have
the molecular formula C10H11NO2 (HRMS-EI). The 1H NMR
spectrum (see the ESI†) displayed signals due to four aromatic
protons and signals at d 3.45 (J = 8 Hz, q, 2H) and d 1.52
(J = 8 Hz, d, 3H) indicating the presence of a methine–methyl
spin system. This metabolite was proposed to be 1-methoxy-
3-methylindol-2-one (8), the structure of which was confirmed
by synthesis as described in the Experimental section. Similarly,
analysis of the spectroscopic data obtained for the metabolite with
tR 23.7 min and comparison with those of wasalexin A (1a) sug-
gested it to be dihydrowasalexin (7). Synthesis of this metabolite
confirmed its structure unambiguously. Subsequent incubation


of dihydrowasalexin (7) in cultures of L. maculans isolates BJ
125 and Mayfair 2 indicated it to be the precursor of oxindole
8 (Scheme 2, Table 1). Oxindole 8 was slowly biotransformed
(in more than 96 h) to undetermined products. As shown in
Scheme 2, wasalexin A was first reduced at the exocyclic double
bond to yield dihydrowasalexin (7), followed by further reduction
of the methylene to a methyl to yield 8. These metabolism
experiments (Scheme 2, Table 1) were carried out with mycelia
incubated in water because one of the metabolites of wasalexin A,
dihydrowasalexin (7), was found to decompose non-enzymatically
in minimal media (<5% of 7 remaining in solution after 12 h)
with the formation of 1-methoxy-3-methylsulfanylmethylindol-2-
one (9). Further studies to understand the formation of 9 were
carried out and are described below.


Scheme 2 Metabolism of wasalexin A (1a) in Leptosphaeria maculans
isolates BJ 125 and Laird 2/Mayfair 2.


Next, because wasalexin B (1b) could not be obtained as a single
compound (on standing in solution it is converted to wasalexin A
(1a)), a mixture of wasalexins A and B (1a + 1b, 2 : 1) was incubated
with cultures of L. maculans and their metabolism analyzed over
a period of several days. HPLC analyses of the EtOAc extracts
of cultures of L. maculans isolate BJ 125 (48-h-old mycelia in
minimal media) incubated with wasalexins A and B (1a + 1b, 2 :
1) showed the disappearance of both wasalexins peaks (tR 22.6
and 25.2 min) within 12 h. Dihydrowasalexin (7, tR 23.7 min) and
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Table 2 Metabolism of wasalexins A + B (1a + 1b, 2 : 1) and metabolites 10–12 (metabolism of compounds 7 and 8 shown in Table 1) in cultures of
Leptosphaeria maculans isolates BJ 125 and Laird 2/Mayfair 2


Products of metabolism (%)a after incubation for 6–96 h


Compound added to fungal cultures Isolate BJ 125 Isolate Mayfair 2


Wasalexins A + B (1a + 1b, 2 : 1)b 6 h: 7 (15 ± 1); 8 (28 ± 4) 6 h: 7 (28 ± 8); 8 (18 ± 2)
10 (9 ± 1); 11 (< 5) 12 h: 7 (15 ± 1); 8 (31 ± 1); 11 (8 ± 4)


S-Methyl 1-methoxy-3-aminomethylene-2-oxindole
thiocarbamate (10)c


12 h: 11 (16 ± 3) 12 h: 11 (<5); 12 (<5)
24 h: 11 (62 ± 7) 24 h: 11 (<5); 12 (5 ± 2)
48 h: 11 (64 ± 5) 48 h: 11 (7 ± 1); 12 (18 ± 4)


96 h: 11 (9 ± 1); 12 (42 ± 7)
S-Methyl 1-methoxy-3-aminomethyl-2-oxindole
thiocarbamate (11)c


Slow transformation to undetermined
products (31 ± 3 recovered after 96 h)


Slow transformation to undetermined
products (12 ± 2 recovered after 96 h)


1-Methoxy-3-aminomethyleneindol-2-one (12)b Not formed Slow transformation to undetermined
products (57 ± 5 after 96 h)


a Average percentage yield (% ± standard deviations; triplicate samples) was calculated by HPLC analysis using calibration curves constructed for each
compound. b Compounds (5 × 10−5 M concentration in the culture) dissolved in DMSO were added to 7-d-old cultures in water and were incubated
at 24 ± 2 ◦C. c Compounds (5 × 10−5 M concentration in the culture) dissolved in DMSO were added to 48-h-old cultures in minimal media and were
incubated at 24 ± 2 ◦C.


1-methoxyindol-2-one (8, tR 10.3 min) together with two addi-
tional metabolites with tR 9.0 and 20.6 min were detected in the
HPLC chromatograms of extracts of cultures. The presence of
additional metabolites in cultures of isolate BJ 125 incubated with
the mixture of wasalexins A and B suggested that the metabolism
of wasalexin B (1b) was different from the metabolism of
wasalexin A (1a). Subsequently, larger scale experiments allowed
the isolation of the metabolites responsible for peaks with tR 9.0
and 20.6 min in the HPLC chromatograms. The HRMS-EI data
of the metabolite with tR 20.6 min (10) suggested the molecular
formula C12H12N2O3S, i.e. one less SCH3 and an additional oxygen
relative to wasalexin. Comparison of the 1H and 13C NMR spectral
data of this metabolite with those of wasalexins indicated this
metabolite to be thiocarbamate 10 (Scheme 3), the structure of
which was confirmed by synthesis. Thiocarbamate 10 was found
to be biotransformed efficiently to 11 in cultures of BJ 125 (Table 2,
Scheme 3). The HRMS-EI spectral data of the metabolite with tR


9.0 min (11) suggested the molecular formula C12H14N2O3S. The
1H NMR spectrum displayed signals due to four aromatic protons,
singlets at d 4.05 ppm (3H) and d 2.37 (3H) indicating the presence
of OCH3 and SCH3 groups, respectively, and multiplets at d 4.19
(1H), 3.62 (1H) and 3.46 (1H) ppm. Furthermore, the two lowest


Scheme 3 Metabolism of wasalexin B (1b) in Leptosphaeria maculans
isolates BJ 125 and Laird 2/Mayfair 2.


field signals in the 13C NMR spectrum suggested the presence of
two carbonyls likely due to amide and (thio)carbamate groups.
Thus, the NMR data of the metabolite with tR 9.0 min (11)
indicated that the double bond present in the side chain of both
wasalexin B and metabolite 10 had been reduced whereas the
thiocarbamate remained intact. The compound was proposed to
be S-methyl 1-methoxy-3-aminomethyl-2-oxindole thiocarbamate
(11). This structure was confirmed by synthesis as described in the
Experimental section.


HPLC analysis of the EtOAc extracts obtained from cultures of
L. maculans isolate Mayfair 2 (48-h-old mycelia in minimal media)
incubated with wasalexins A and B (1a + 1b, 2 : 1) (Table 2)
indicated the presence of dihydrowasalexin (7), oxindole 8 and
thiocarbamate 11 but metabolite 10 was not detected. The absence
of 10 in these chromatograms suggested that either wasalexin B
(1b) was transformed directly to thiocarbamate 11 or that 10 did
not accumulate because it was immediately transformed to 11, i.e.
the rate of transformation of 10 is similar to its rate of formation
(Scheme 3). Furthermore, dihydrowasalexin (7) was not a likely
intermediate in the formation of 11 because this metabolite was
not detected when 7 was incubated in cultures of isolate Mayfair 2.
Considering that in cultures of isolate Mayfair 2 metabolite 10 was
found to be metabolized to thiocarbamate 11 and to 1-methoxy-3-
aminomethyleneindol-2-one (12)2 (Table 2), 10 is a likely precursor
of 11.


As summarized in Scheme 3, the metabolism of wasalexin B
in isolates BJ 125 and Laird 2/Mayfair 2 yields 11 likely via
intermediate 10. However, in cultures of isolate Laird 2/Mayfair
2 metabolite 10 appears to be transformed mainly to enamine 12,
whereas in BJ 125 10 yields mainly metabolite 11. Such differences
are not unusual considering that these two isolates are part of
different pathogenicity groups (currently classified as belonging
to the same species).5


Next, to further understand the enzymatic reactions leading
to the transformation of wasalexins A (1a) and B (1b), 1-
methoxy-3-aminomethylene-2-oxindole dithiocarbamate (13) was
synthesized2 and its transformation in cultures of L. maculans
was investigated. When methyl 1-methoxy-3-aminomethylene-2-
oxindole dithiocarbamate (13) was incubated with isolate BJ 125
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Table 3 Metabolism of methyl 1-methoxy-3-aminomethylene-2-oxindole dithiocarbamate (13) and its metabolites 14 and 15 (metabolism of 12 in
Table 2) in cultures of Leptosphaeria maculans isolates BJ 125 and Mayfair 2


Products of metabolism (%)a after incubation for 6–96 h


Compound added to fungal cultures Isolate BJ 125 Isolate Mayfair 2


Methyl 1-methoxy-3-
aminomethylene-2-oxindole
dithiocarbamate (13)b


12 h: 14 (12 ± 1); 15 (<5) 12 h: 15 (<5)
24 h: 14 (29 ± 2); 15 (<5) 24 h: 12 (<5); 15 (<5)
48 h: 12 (<5); 14 (29 ± 1); 15 (<5) 48 h: 8 (<5); 12 (9 ± 1); 14 (5 ± 1); 15 (<5)


72 h: 8 (<5); 12 (14 ± 1); 14 (<5); 15 (<5)
Methyl
1-methoxy-3-aminomethyl-2-oxindole
dithiocarbamate (14)b


12 h: 15 (<5) 12 h:15 (<5)
24 h: 8 (<5); 15 (<5) 24 h: 15 (<5)
48 h: 8 (7 ± 2); 15 (6 ± 1) 48 h: 8 (11 ± 1); 15 (<5)
96 h: 8 (29 ± 9); 15 (6 ± 1) 96 h: 8 (13 ± 1); 15 (<5)


1-Methoxyspirobrassinin (15)b Slow transformation to undetermined
products (96 h, 49 ± 8)


Slow transformation to undetermined products
(96 h, 34 ± 5)


a Average percentage yield (% ± standard deviations; triplicate samples) was calculated by HPLC analysis using calibration curves constructed for each
compound. b Compounds (5 × 10−5 M in the culture) dissolved in DMSO were added to 48-h-old cultures in minimal media and were incubated at 24 ±
2 ◦C.


a peak corresponding to a likely new metabolite with tR 18.5 min
(14) was observed in the HPLC chromatograms of EtOAc extracts
(12–48 h incubations), in addition to metabolite 8 (major, Table 3)
and 15 (by comparison with our HPLC-UV library database).
Subsequently, a larger scale biotransformation experiment was
carried out to isolate the metabolites. HRMS-EI spectral data
indicated that the new metabolite with tR 18.5 min (14) had the
molecular formula C12H14N2O2S2. The 1H NMR spectrum of this
new metabolite was similar to that of thiocarbamate 11 but a signal
at d 200.2 ppm in the 13C NMR spectra (see the ESI†) suggested
the presence of a thiocarbonyl carbon. Hence the structure of this
compound was proposed to be methyl 1-methoxy-3-aminomethyl-
2-oxindole dithiocarbamate (14) (Scheme 4). This structure was
confirmed by synthesis as described in the Experimental section.
In addition, the structure of metabolite 15 was confirmed to be 1-
methoxyspirobrassinin. These results showed that the metabolism
of dithiocarbamate 13 in cultures of L. maculans isolate BJ 125
was much slower than that of wasalexin A (1a) (ca. 20% of
13 remaining after 96 h vs complete metabolism of 1a in 6 h)
yielding two products, the major product appeared to be 1-
methoxy-3-methylindol-2-one (8) together with small amount of


Scheme 4 Metabolism of methyl 1-methoxy-3-aminomethylene-2-
oxindole dithiocarbamate (13) in Leptosphaeria maculans isolates BJ 125
and Laird 2/Mayfair 2.


1-methoxyspirobrassinin (15) (Table 3, Scheme 4). Slow oxidation
of dithiocarbamate 14 (ca. 3% in 96 h) to 1-methoxyspirobrassinin
(15) was also observed in control flasks containing dithiocarba-
mate 14 in minimal medium. 1-Methoxyspirobrassinin (15)8 was
found to be slowly metabolized in cultures of L. maculans isolate BJ
125 to undetermined product(s) (Table 3, ca. 49% of 15 remaining
after 96 h).


Similarly, the metabolism of dithiocarbamate 13 in cultures of
L. maculans isolate Mayfair 2 was slower than that of wasalexin A
(1a) (ca. 72 h vs. complete metabolism of 1a in 6 h). Enamine 12
was found to be the major product while dithiocarbamate 14 was
a minor metabolite (Table 3, Scheme 4). As in the case of isolate
BJ 125, dithiocarbamate 14 was found to be slowly transformed to
1-methoxy-3-methylindol-2-one (8) and 1-methoxyspirobrassinin
(15) (Table 3, Scheme 4). 1-Methoxyspirobrassinin (15) was found
to be slowly metabolized to undetermined product(s) (ca. 34% of
15 remaining after 96 h). Once again, it is worthy to note that in cul-
tures of isolate Mayfair 2 compound 13 appears to be transformed
mainly to enamine 12, whereas in cultures of BJ 125 13 yields
mainly metabolite 8 (Scheme 4, Table 3). As mentioned in the case
of metabolite 10, these differences are not unusual and are perhaps
reflecting the substantial differences between these isolates.5


Metabolites 7, 8, 11 and 14 containing a stereogenic center were
found to be readily epimerizable in an acidic solution of CD3CN–
D2O (1 : 2, 1 mL containing 10 ll of 0.1 M DCl). Hence, the low
values of the optical rotations of these metabolites are likely due to
their racemization in liquid culture (Experimental section, [a]D ca.
−5–(+6)). However, to the best of our knowledge, compounds 7, 8,
11 and 14 are not known, thus the possibility that enantiomerically
pure metabolites with low values of [a]D are products of the
fungal metabolism cannot be excluded. Conversely, it cannot be
ruled out that the enzyme(s) involved in these conversions are not
stereoselective.


Decomposition of dihydrowasalexin (7)


As stated above, dihydrowasalexin (7) was found to decompose in
minimal media (<5% of 7 remaining after standing in solution
for 12 h) with the formation of 1-methoxy-3-methylsulfanyl-
methylindol-2-one (9, ca. 30% yield) and additional undetermined
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products. The decomposition of dihydrowasalexin (7) in water
yielded the same product 9 but was found to be significantly slower
(ca. 80% of 7 remaining after standing in solution for 24 h). For this
reason, additional studies were carried out to understand this non-
enzymatic reaction. It was surmised that the SCH3 group of 9 was
likely derived from one of the SCH3 groups of 7, thus analogues
16 and 17 were thought to confirm this hypothesis. Compound
16 was prepared, added to minimal medium (5 × 10−5 M) and
incubated under similar conditions used for 7 (room temperature
on a shaker). HPLC analysis of extracts of the solution containing
16 (<10% of 16 after 12 h) indicated the presence of oxindoles
9 and 18 in an 1 : 1 ratio (ca. 30% overall yield, Scheme 5).
In addition, compound 17 was prepared and treated similarly
to yield 18 and undetermined products (ca. 30% overall yield,
Scheme 5).


Scheme 5 Decomposition of dihydrowasalexin (7), S-ethyl,S-methyl
1-methoxy-3-aminomethyl-2-oxindole iminodithioate (16) and S,S-diethyl
1-methoxy-3-aminomethyl-2-oxindole iminodithioate (17) in minimal
media.


A rationale for the formation of both compounds 9 and
18 from 16 is proposed in Scheme 6. Elimination of volatiles
R1SCN and R2SCN from 16 could lead to unstable 1-methoxy-
3-methyleneindol-2-one (19) plus KSR2 and KSR1. Next, since
19 is an a,b-unsaturated amide, Michael addition of sulfides
KSR1 or KSR2 (K+ from KNO3 and K2HPO4 present in minimal
media) could yield stable thioethers 9 and 18. In fact, the
reaction of 3-methyleneindol-2-one,8 presumably less reactive than
the 1-methoxy analogue 19, with various thiols was reported.9


Nonetheless, the amount of sulfides 9 and 18 formed in these


Scheme 6 Rationale for formation of compounds 9 and 18 from
S-ethyl,S-methyl 1-methoxy-3-aminomethyl-2-oxindole iminodithioate
(16) in minimal media.


reactions is low (ca. 30%, Fig. 1) which suggests that intermediate
alkene 19 undergoes additional transformation to polar products
insoluble in EtOAc and thus not detected or isolated.


Fig. 1 Formation of 1-methoxy-3-methylsulfanylmethylindol-2-one (9)
from dihydrowasalexin (7) in minimal media. Concentrations were
determined using calibration curves; each point is an average of triplicate
samples ± standard deviation.


Synthesis of new metabolites


The chemical synthesis of the metabolites involved in the
biotransformation pathways of wasalexins A (1a) and B (1b)
and dithiocarbamate 13 was carried out in order to confirm
their structures and to obtain sufficient amounts to test their
antifungal activities. 1-Methoxy-3-methylindol-2-one (8) was pre-
pared (44% yield) by catalytic hydrogenation10 of 1-methoxy-
2-oxoindole-3-carboxaldehyde (21) (Scheme 7). S-Methyl 1-
methoxy-3-aminomethylene-2-oxindole thiocarbamate (10) was
obtained upon acidic hydrolysis (dioxane–HCl) of a wasalexin
mixture (1a, 1b) (65% yield, Scheme 7). Ethyl 1-methoxy-3-
aminomethylene-2-oxindole dithiocarbamate (20) was prepared
from enamine 12 in 33% yield (based on 1-methoxyindol-2-
one)2 using EtI as an alkylating agent (Scheme 7). S-Methyl 1-
methoxy-3-aminomethyl-2-oxindole thiocarbamate (11), methyl
1-methoxy-3-aminomethyl-2-oxindole dithiocarbamate (14) and
ethyl 1-methoxy-3-aminomethyl-2-oxindole dithiocarbamate (25)
were synthesized in moderate yields (11, 56%; 14, 63%; 25,
67%) using NaBH3CN–AcOH reduction11 of the corresponding
compounds 10, 13 and 20 (Scheme 7). Subsequent methylation of
dithiocarbamates 14 and 25 with (CH3)2SO4–K2CO3 in acetone
afforded dihydrowasalexin (7) in 51% yield and S-ethyl,S-methyl
1-methoxy-3-aminomethyl-2-oxindole iminodithioate (16) in 50%
yield (Scheme 7). When dithiocarbamate 25 was treated with EtI–
K2CO3, S,S-diethyl 1-methoxy-3-aminomethyl-2-oxindole imin-
odithioate (17) was obtained in 40% yield (Scheme 7). 1-Methoxy-
3-chloromethyleneindol-2-one (22)2 was used as a starting material
for the synthesis of 1-methoxy-3-methylsulfanylmethylindol-2-one
(9) and 1-methoxy-3-ethylsulfanylmethylindol-2-one (18). Treat-
ment of 22 with MeSNa or EtSH–Et3N in THF afforded sulfides
23 and 24 which were subjected to NaBH3CN–AcOH-mediated
reduction11 (Scheme 7). 1-Methoxy-3-methylsulfanylmethylindol-
2-one (9) and 1-methoxy-3-ethylsulfanylmethylindol-2-one (18)
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Scheme 7 Synthesis of compounds 7–11, 13, 14, 16–18, 20 and 23–25.


were obtained in 26 and 23% yield, respectively, based on
chloromethylene indol-2-one 22 (Scheme 7).


Antifungal bioassays


Antifungal bioassays of wasalexins 1a and 1b, methyl 1-methoxy-
3-aminomethylene-2-oxindole dithiocarbamate (13) and their
metabolites against L. maculans isolates BJ 125 and Mayfair 2 were
carried out as summarized in Table 4 and described in the Experi-
mental section. Wasalexins 1a and 1b and dithiocarbamate 13 were
used at 2 × 10−4 M, a concentration lower than that used routinely
(5 × 10−4 M)4 due to their low solubility in potato dextrose agar
media. Wasalexin A (1a) appeared to be slightly more antifungal
against isolate Mayfair 2 than to isolate BJ 125 (Table 4),
whereas the antifungal activity of dihydrowasalexin (7) was higher
against isolate BJ 125 than to isolate Mayfair 2. Furthermore,
the antifungal activity of 1-methoxy-3-methylindol-2-one (8), the
final biotransformation product of wasalexin A (1a) in isolate
BJ 125 was significantly lower than wasalexin A. Interestingly,
among all compounds tested for antifungal activity against isolates
BJ 125 and Mayfair 2, 1-methoxy-3-methylsulfanylmethylindol-2-
one (9), that results from decomposition of dihydrowasalexin (7),


appeared to be the most active, completely inhibiting the growth
of L. maculans isolate BJ 125 at 5 × 10−4 M.


Conclusion


Wasalexins A and B are phytoalexins produced by plants of the
same family but rather different species that are resistant to the
fungal pathogen L. maculans. To better understand the effect
of these phytoalexins on the pathogen and the reactions of the
pathogen to the phytoalexins, metabolic studies were carried out.
Similar to other crucifer phytoalexins,3 wasalexins A (1a) and
B (1b) were found to be efficiently metabolized by L. maculans
isolates BJ 125 (6 h) and Mayfair 2 (<12 h). The key step in
this biotransformation appeared to be the reduction of double
bond in the side chain of the oxoindole ring. To compare the
reactions of the iminodithioate group of wasalexins with those of
dithiocarbamate groups, e.g. 2, the biotransformation of 13 in L.
maculans isolates BJ 125 and Mayfair 2 was investigated as well.
The metabolism of 13 in isolates BJ 125 and Mayfair 2 yielded
metabolites 8 and 12, respectively. The antifungal activities of the
various metabolites indicate that the metabolism of wasalexins A
(1a), B (1b) and 13 in L. maculans isolates BJ 125 and Mayfair
2 are all detoxification processes, since metabolites with lower
antifungal activity are obtained. Interestingly, methyl 1-methoxy-
3-aminomethylene-2-oxindole dithiocarbamate (13) was reduced
faster in isolate BJ 125 (major pathway) than in isolate Mayfair 2.
Furthermore, perhaps significantly, this reductive transformation
was substantially slower (48 h in BJ 125 and 72 h in Mayfair
2) than those of wasalexins, suggesting that the enzyme(s) is (are)
somewhat specific. Although further work needs to be carried out,
based on the structures of the metabolic products it is tempting
to propose that similar enzymes are involved in the reduction
reactions occurring in both isolates BJ 125 and Mayfair 2. On the
other hand, hydrolysis of thiocarbamate 10 and dithiocarbamate
13 seems to occur only in isolate Laird 2/Mayfair 2. Since
detoxification of the dithiocarbamate group of brassinin (2) via
hydrolysis was previously reported in isolates of L. maculans that
were weakly virulent towards canola,3 this putative hydrolase
might be an enzyme characteristic of such group.


Finally it is pertinent to compare the metabolism of wasalexins
A and B and dithiocarbamate 13 with that of brassinin (2) in
isolates that are virulent towards canola (BJ 125 and similar
group); however, no similar studies have been reported for isolate
Mayfair 2. Enzymatic transformation of brassinin (2) in cultures
of isolate BJ 125 yielded aldehyde 3 (Scheme 1), which is also the
first product of enzymatic detoxification, apparently carried out
by brassinin oxidase.12 In addition, screening a large number of
compounds related to brassinin (2) suggested that the –CH2–NH–
C=S moiety at the C-3 of indole is required for the compound
to be enzymatically oxidized by brassinin oxidase.13 The work
reported here is consistent with those findings and further suggests
that replacement of the indole nucleus with an indol-2-one can
prevent oxidation of the CH2 attached to C-3. Considering that
the transformation of dithiocarbamate 14 in cultures of isolate
BJ 125 is not an oxidation and that its biotransformation is rather
slow (20% remaining after 96 h), it would be important to evaluate
its effect on the metabolism of brassinin (2). If reversible (or
irreversible) inhibition of brassinin oxidase is observed, compound
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Table 4 Results of antifungal bioassays against Leptosphaeria maculans isolates BJ 125 and Laird 2/Mayfair 2


Compound Concentration/M BJ 125% inhibitiona Laird 2/Mayfair 2% inhibitiona


Wasalexin A (1a) 1 × 10−4 36 ± 5 51 ± 6
2 × 10−4 43 ± 3 59 ± 5
5 × 10−4 NSb NSb


Dihydrowasalexin (7) 1 × 10−4 41 ± 8 NIc


2 × 10−4 51 ± 5 23 ± 2
5 × 10−4 63 ± 4 34 ± 4


1-Methoxy-3-methylindol-2-one (8) 1 × 10−4 NIc NIc


2 × 10−4 NIc NIc


5 × 10−4 21 ± 4 31 ± 9
1-Methoxy-3-methylsulfanylmethylindol-2-one (9) 1 × 10−4 50 ± 5 36 ± 2


2 × 10−4 54 ± 4 42 ± 6
5 × 10−4 100 ± 0 50 ± 4


S-Methyl 1-methoxy-3-aminomethylene-2-oxindole thiocarbamate (10) 1 × 10−4 NIc NIc


2 × 10−4 NIc 39 ± 4
5 × 10−4 NSb NSb


S-Methyl 1-methoxy-3-aminomethyl-2-oxindole thiocarbamate (11) 1 × 10−4 NIc NIc


2 × 10−4 19 ± 3 NIc


5 × 10−4 25 ± 5 29 ± 5
1-Methoxy-3-aminomethyleneindol-2-one (12) 1 × 10−4 NIc NIc


2 × 10−4 NIc NIc


5 × 10−4 31 ± 4 30 ± 8
Methyl 1-methoxy-3-aminomethylene-2-oxindole dithiocarbamate (13) 1 × 10−4 32 ± 5 35 ± 6


2 × 10−4 37 ± 3 44 ± 5
5 × 10−4 NSb NSb


Methyl 1-methoxy-3-aminomethyl-2-oxindole dithiocarbamate (14) 1 × 10−4 35 ± 3 33 ± 9
2 × 10−4 49 ± 4 50 ± 5
5 × 10−4 69 ± 4 56 ± 2


1-Methoxyspirobrassinin (15) 1 × 10−4 28 ± 5 38 ± 8
2 × 10−4 35 ± 7 42 ± 10
5 × 10−4 55 ± 4 54 ± 2


a % inhibition = 100 − [(growth on treated/growth on control) × 100] ± SD; results are the means of at least three independent experiments conducted
in triplicate. b NS = not soluble. c NI = no inhibition.


14 might be a good lead structure for development of a second
generation of brassinin detoxification inhibitors.


Experimental


General experimental procedures


All chemicals were purchased from Sigma-Aldrich Canada Ltd.,
Oakville, ON. All solvents were HPLC grade and used as such,
except for THF (dried over Na/benzophenone). Organic extracts
were dried with Na2SO4 and solvents removed under reduced
pressure in a rotary evaporator. Flash column chromatography
(FCC) was carried out using silica gel grade 60, mesh size 230–
400 Å. Preparative thin layer chromatography (PTLC) was carried
out on silica gel plates, Kieselgel 60 F254 (20 × 20 cm × 0.25 mm),
compounds were visualized under UV light. Melting points were
obtained on a melting point apparatus and are uncorrected.
Specific rotations [a]D were determined at ambient temperature
on a polarimeter using a 1 ml, 10 cm path length cell; the units
are 10−1 deg cm2 g−1 and the concentrations are reported in g per
100 ml. HPLC analysis was carried out with a high performance
liquid chromatograph equipped with quaternary pump, automatic
injector and diode array detector (wavelength range 190–600 nm),
degasser, and a reverse phase C-18 column (5 lm particle size
silica, 4.6 i.d. × 200 mm), equipped with an in-line filter. Mobile
phase: 75% H2O–25% CH3CN to 100% CH3CN for 35 min,
linear gradient, flow rate 1 ml min−1. UV spectra were recorded
in CH3CN. Fourier transform IR spectra were obtained in KBr.


NMR spectra were recorded on 500 series spectrometers (see the
ESI†); for 1H (500 MHz), d values were referenced as follows
CDCl3 (7.23 ppm); for 13C (125 MHz) CDCl3 (77.23 ppm). Mass
spectra (MS) were obtained on a mass spectrometer using a solids
probe.


Fungal cultures


Fungal cultures of L. maculans isolates BJ 125 and Mayfair 2 were
obtained from the IBCN collection, Agriculture and Agri-Food
Canada Research Station, Saskatoon SK. Cultures were handled
as described previously.14


Fungal metabolism


Time course study. Compounds to be investigated (1a, 1b and
7–15) were dissolved in DMSO and were added to cultures of L.
maculans isolates BJ 125 or Mayfair 2 (108 spores per 100 ml)
in minimal media (48-h-old, 100 ml in 250 ml Erlenmeyer flasks,
final concentration 5 × 10−5 M). Cultures were incubated on a
shaker at 130 rpm, 24 ± 2 ◦C. Samples (5 ml) were withdrawn at
appropriate times, frozen or immediately extracted with EtOAc
(2 × 5 ml). Organic and water phases were concentrated, residues
were dissolved in CH3CN (1 ml) and were subjected for HPLC
analysis. Experiments were performed in triplicate, control flasks
containing the mycelia in minimal media as well as tested com-
pounds in minimal media were incubated under similar conditions.
For biotransformations in water, 7-d-old cultures of isolates BJ 125
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and Mayfair 2 (108 per 100 ml spores) were filtered off, the mycelia
was washed with sterile water and was transferred to 100 ml of
sterile water in 250 ml Erlenmeyer flasks. The compounds were
added to the mycelial cultures and worked up and analyzed as
described above.


Large-scale metabolism experiments. Compounds 1a, 1a + 1b,
10 and 13 were dissolved in DMSO (1.2 ml) and were added to
cultures of isolates BJ 125 or Mayfair 2 (108 spores per 100 ml) in
minimal media (48-h-old mycelia) or in water (7-d-old mycelia).
Cultures were incubated on a shaker at 130 rpm, 24 ± 2 ◦C as
follows: 1a, 1a + 1b, (24 h); 10 (BJ 125 48 h, Mayfair 2 96 h); 13
(72 h). The mycelia were filtered off and the filtrates were extracted
with EtOAc. The combined organic extracts were dried, were con-
centrated and were subjected for PTLC as follows: 1a, 1a + 1b and
13 (hexane–EtOAc (2 : 1)); 10 (hexane–acetone (2 : 1)). Metabolites
(listed in order of decreasing polarity) obtained from wasalexin A
(1a) metabolism: in BJ 125, S-methyl 1-methoxy-3-aminomethyl-
2-oxindole thiocarbamate (11, 2 mg, [a]D −1.5 (c 0.13, CH2Cl2));
1-methoxy-3-methylindol-2-one (8, 3 mg, [a]D 0.10 (c 0.13,
CH2Cl2)); in Mayfair 2, S-methyl 1-methoxy-3-aminomethyl-2-
oxindole thiocarbamate (11, 2 mg, [a]D −0.50 (c 0.10, CH2Cl2));
1-methoxy-3-methyl oxindole (8, 3 mg, [a]D − 4.6 (c 0.12, CH2Cl2)).
Metabolites obtained from methyl 1-methoxy-3-aminomethylene-
2-oxindole dithiocarbamate (13) metabolism: in BJ 125, methyl
1-methoxy-3-aminomethyl-2-oxindole dithiocarbamate (14, 3 mg,
[a]D 5.7 (c 0.13, CH2Cl2)); methyl 1-methoxy-3-aminomethylene-
2-oxindole dithiocarbamate (13, 5 mg recovered, 30%); in Mayfair
2, 1-methoxy-3-aminomethyleneindol-2-one (12, 2 mg); methyl 1-
methoxy-3-aminomethyl-2-oxindole dithiocarbamate (14, 1 mg,
[a]D 0.9 (c 0.09, CH2Cl2)); methyl 1-methoxy-3-aminomethylene-
2-oxindole dithiocarbamate (13, 2 mg recovered, 12%). Metabo-
lites obtained from S-methyl 1-methoxy-3-aminomethylene-2-
oxindole thiocarbamate (10) metabolism: in BJ 125, S-methyl 1-
methoxy-3-aminomethyl-2-oxindole thiocarbamate (11, 2 mg, [a]D


6.0 (c 0.12, CH2Cl2)); S-methyl 1-methoxy-3-aminomethylene-2-
oxindole thiocarbamate (10, 3 mg recovered, 19%); in Mayfair 2,
1-methoxy-3-aminomethyleneindol-2-one (12, 5 mg); S-methyl 1-
methoxy-3-aminomethylene-2-oxindole thiocarbamate (10, 1 mg
recovered, 6%).


Antifungal bioassays


Antifungal bioassays against L. maculans isolates BJ 125 and
Mayfair 2 were performed as follows: a DMSO solution of the
compound to be tested (final concentration 5 × 10−4, 2 × 10−4,
1 × 10−4 M, 1% final DMSO concentration) was added to potato
dextrose agar medium at ca. 50 ◦C, was mixed quickly and was
poured onto 6-well plates (2.5 ml). An agar plug (8 mm diameter)
cut from edges of 7-d-old solid cultures was placed upside down
on the center of each plate and the plates were incubated at 24 ±
2 ◦C under constant light for 5 d (BJ 125) or 6 d (Mayfair 2).
The diameter of the mycelia (in mm) was then measured and
compared with control plates containing only DMSO. Each assay
was conducted in triplicate and repeated at least three times.


Time course study of decomposition of dihydrowasalexin (7)
and S-ethyl,S-methyl 1-methoxy-3-aminomethyl-2-oxindole imin-
odithioate (16) in minimal media. Compounds 7 and 16 were
dissolved in DMSO (0.5 ml) and were added to minimal media


(100 ml in 250 ml Erlenmeyer flasks, final concentration 5 × 10−5


M) or water. Samples (5 ml) were withdrawn at different times
and were immediately extracted with EtOAc (2 × 5 ml). The
organic extracts were worked up as described above and analyzed
by HPLC. Experiments were performed in triplicate.


Synthesis


Dihydrowasalexin (7) and S-ethyl,S-methyl 1-methoxy-3-amino-
methyl-2-oxindole iminodithioate (16). Dimethyl sulfate (14 ll,
0.15 mmol) and K2CO3 (21 mg, 0.15 mmol) were added to sep-
arate solutions of methyl 1-methoxy-3-aminomethyl-2-oxindole
dithiocarbamate (14, 32 mg, 0.11 mmol) or ethyl 1-methoxy-3-
aminomethyl-2-oxindole dithiocarbamate (25, 37 mg, 0.12 mmol)
in acetone (500 ll) and the mixtures were stirred for 20 h at rt.
The reaction mixtures were diluted with brine (20 ml) and were
extracted with EtOAc. The combined organic extracts were dried,
were concentrated and the residues were subjected for FCC as
follows: 14, hexane–acetone (5 : 1); 25, hexane–EtOAc (4 : 1) to
afford dihydrowasalexin (7, 17 mg, 51%) and S-ethyl,S-methyl
1-methoxy-3-aminomethyl-2-oxindole iminodithioate (16, 19 mg,
50%, mixture of E : Z isomers, 1 : 1).


Dihydrowasalexin (7). Slightly yellow solid, mp 79–81 ◦C;
HPLC: tR = 23.7 min; kmax (CH3CN)/nm 232 (log e, 3.9); mmax


(KBr)/cm−1: 2924, 1730, 1613, 1578, 1466, 1318, 1232, 1034, 749.
dH (500 MHz; CDCl3): 2.18 (s, 3H), 2.53 (s, 3H), 3.75 (m, 1H),
3.86 (dd, J = 6.5, 6.5 Hz, 1H), 4.02 (m, 1H), 4.04 (s, 3H), 6.98 (d,
J = 7.5 Hz, 1H), 7.07 (dd, J = 7.5, 7.5 Hz, 1H), 7.31 (m, 2H). dC


(125 MHz; CDCl3): 14.9 (2 × q), 45.6 (d), 52.8 (t), 63.6 (q), 107.0
(d), 123.0 (d), 125.0 (d), 125.1 (s), 128.3 (d), 141.1 (s), 154.7 (s),
171.3 (s). HRMS (EI): calc. for C13H16N2O2S2 (M+) m/z 296.0653,
found 296.0655. MS (EI) m/z (% relative abundance): 296 [M+]
(22), 249 (68), 176 (68), 134 (100), 117 (48).


S-Ethyl,S-methyl 1-methoxy-3-aminomethyl-2-oxindole imin-
odithioate (16). Slightly yellow oil, mixture of E and Z isomers;
HPLC: tR = 26.4 min; kmax (CH3CN)/nm 232 (log e, 3.7); mmax


(KBr)/cm−1: 2926, 1727, 1618, 1580, 1464, 1322, 1228, 1034, 749.
dH (500 MHz; CDCl3): 1.00 (t, J = 7.5 Hz, 3H), 1.34 (t, J = 7.5 Hz,
3H), 2.19 (s, 3H), 2.51 (s, 3H), 2.70 (m, 1H), 2.82 (m, 1H), 3.07 (q,
J = 7.5 Hz, 2H), 3.74 (m, 1H), 3.90 (m, 1H), 4.04 (m, 1H), 4.04
(s, 3H), 6.98 (d, J = 8 Hz, 1H), 7.06 (dd, J = 8, 8 Hz, 1H), 7.30
(m, 2H). dC (125 MHz; CDCl3): 14.1 (q), 14.7 (q), 14.9 (q), 15.4
(q), 25.9 (t), 26.7 (t), 45.6 (2 × d), 52.7 (t), 53.0 (t), 63.6 (2 × q),
107.0 (2 × d), 123.0 (2 × d), 124.8 (d), 125.0 (d), 125.1 (s), 125.2
(s), 128.3 (d), 141.1 (s), 141.2 (s), 160.2 (br s), 171.3 (s), 171.4 (s).
HRMS (EI): calc. for C14H18N2O2S2 (M+) m/z 310.0810, found
310.0812. MS (EI) m/z (% relative abundance): 310 [M+] (24), 263
(62), 176 (100), 148 (79), 117 (91).


1-Methoxy-3-methylindol-2-one (8). 10% Pd/C (45 mg) was
added to a solution of 1-methoxy-2-oxoindole-3-carboxaldehyde2


(21, 96 mg, 0.5 mmol) in EtOH (7 ml). The mixture was shaken at
3 atm of H2 for 5 min at rt. The catalyst was filtered off, the filter
was washed with CH2Cl2 and the filtrate was concentrated. The
residue was subjected to FCC, hexane–acetone (5 : 1), to afford
1-methoxy-3-methylindol-2-one (8, 39 mg, 44%) as colorless solid,
mp 62–64 ◦C; HPLC: tR = 10.3 min; kmax (CH3CN)/nm 238 (log
e, 3.6); mmax (KBr)/cm−1: 2979, 2938, 1727, 1618, 1466, 1323, 1239,
1101, 1051, 963, 748. dH (500 MHz; CDCl3): 1.52 (d, J = 7.5 Hz,
3H), 3.45 (q, J = 7.5 Hz, 1H), 4.05 (s, 3H), 7.00 (d, J = 7.5 Hz,
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1H), 7.10 (dd, J = 7.5, 7.5 Hz, 1H), 7.26 (d, J = 7.5 Hz, 1H), 7.32
(dd, J = 7.5, 7.5 Hz, 1H). dC (125 MHz; CDCl3): 15.2 (q), 39.2
(d), 63.7 (q), 107.4 (d), 123.2 (d), 124.1 (d), 127.1 (s), 128.3 (d),
140.4 (s), 173.3 (s). HRMS (EI): calc. for C10H11NO2 (M+) m/z
177.0790, found 177.0789. MS (EI) m/z (% relative abundance):
177 [M+] (47), 149 (100), 118 (52), 91 (19), 77 (11).


S-Methyl 1-methoxy-3-aminomethylene-2-oxindole thiocarba-
mate (10). HCl (0.5 M, 3 ml) was added to a solution of
wasalexins6 (1a, 1b, 144 mg, 0.49 mmol) in dioxane (5 ml).
The mixture was refluxed with stirring for 3 h, was allowed to
cool (rt) and was diluted with brine (50 ml). The mixture was
extracted (EtOAc), the combined extract was washed with 10%
K2CO3 solution (20 ml), was dried and was concentrated. The
residue was subjected to FCC, hexane–acetone (2 : 1), to yield S-
methyl 1-methoxy-3-aminomethylene-2-oxindole thiocarbamate
(10, 84 mg, 65%) as a slightly yellow solid. Mp 123–125 ◦C; HPLC:
tR = 20.6 min; kmax (CH3CN)/nm 261 (log e, 4.4), 306 (4.4); mmax


(KBr)/cm−1: 3266, 3050, 2942, 1687, 1630, 1458, 1236, 1116, 1052,
945, 735. dH (500 MHz; CDCl3): 2.51 (s, 3H), 4.08 (s, 3H), 7.04 (d,
J = 8 Hz, 1H), 7.10 (dd, J = 8, 8 Hz, 1H), 7.28 (dd, J = 8, 8 Hz,
1H), 7.42 (d, J = 8 Hz, 1H), 8.07 (d, J = 11 Hz, 1H), 10.88 (br
d, D2O exch., J = 11 Hz, 1H). dC (125 MHz; CDCl3): 12.9 (q),
64.3 (q), 104.1 (s), 107.6 (d), 118.7 (s), 118.7 (d), 122.9 (d), 127.6
(d), 131.2 (d), 136.7 (s), 163.9 (s), 168.4 (s). HRMS (EI): calc. for
C12H12N2O3S (M+) m/z 264.0569, found 264.0562. MS (EI) m/z
(% relative abundance): 264 [M+] (100), 233 (16), 217 (45), 185
(21), 157 (63), 130 (16), 103 (11).


Preparation of compounds 9, 11, 14, 18 and 25. NaBH3CN
(415 mg, 6.6 mmol) was added to separate solutions of compounds
10, 13, 20, 23 and 24 (0.33 mmol) in AcOH (4 ml). The mixtures
were stirred at 55 ◦C for 18 h, were diluted with brine (30 ml)
and were extracted (EtOAc). The combined organic extracts were
washed with 10% K2CO3 solution (30 ml), were dried, were
concentrated and the residues were subjected to FCC as follows:
10 and 13, hexane–acetone (2 : 1); 20, hexane–acetone (5 : 1); 23
and 24, hexane–EtOAc (4 : 1) to yield the following products.


1-Methoxy-3-methylsulfanylmethylindol-2-one (9, 29 mg, 26%,
based on 22), slightly yellow oil. HPLC: tR = 14.1 min; kmax


(CH3CN)/nm 238 (log e, 3.7); mmax (KBr)/cm−1: 2924, 1726, 1618,
1465, 1325, 1225, 1076, 750. dH (500 MHz; CDCl3): 2.97 (dd, J =
7.5, 7.5 Hz, 1H), 3.28 (dd, J = 4, 4 Hz, 1H), 3.67 (dd, J = 7.5,
4 Hz, 1H), 4.05 (s, 3H), 7.02 (d, J = 8 Hz, 1H), 7.11 (dd, J = 8,
8 Hz, 1H), 7.36 (dd, J = 8, 8 Hz, 1H), 7.49 (d, J = 8 Hz, 1H). dC


(125 MHz; CDCl3): 16.9 (q), 35.2 (d), 44.2 (t), 63.7 (q), 107.5 (d),
123.3 (d), 124.6 (s), 125.2 (d), 128.8 (d), 140.9 (s), 170.9 (s). HRMS
(EI): calc. for C11H13NO2S (M+) m/z 223.0667, found 223.0661.
MS (EI) m/z (% relative abundance): 223 [M+] (79), 192 (38), 164
(47), 148 (67), 133 (16), 117 (100), 90 (33).


S-Methyl 1-methoxy-3-aminomethyl-2-oxindole thiocarbamate
(11, 50 mg, 56%), colorless solid. Mp 115–118 ◦C; HPLC: tR =
9.0 min; kmax (CH3CN)/nm 238 (log e, 3.7); mmax (KBr)/cm−1: 3300,
2939, 1714, 1615, 1525, 1466, 1321, 1226, 1082, 747. dH (500 MHz;
CDCl3): 2.37 (s, 3H), 3.46 (m, 1H), 3.62 (m, 1H), 4.05 (s, 3H), 4.19
(m, 1H), 6.27 (br s, D2O exch., 1H), 7.02 (d, J = 8 Hz, 1H), 7.13
(dd, J = 8, 8 Hz, 1H), 7.33 (d, J = 8 Hz, 1H), 7.36 (dd, J = 8,
8 Hz, 1H). dC (125 MHz; CDCl3): 12.6 (q), 41.0 (d), 43.9 (t), 63.9
(q), 107.8 (d), 122.3 (s), 123.7 (d), 124.8 (d), 129.2 (d), 140.8 (s),
168.7 (s), 171.6 (s). HRMS (EI): calc. for C12H14N2O3S (M+) m/z


266.0725, found 296.0727. MS (EI) m/z (% relative abundance):
266 [M+] (12), 175 (100), 144 (31), 117 (19).


Methyl 1-methoxy-3-aminomethyl-2-oxindole dithiocarbamate
(14, 59 mg, 63%), slightly yellow solid. Mp 112–114 ◦C; HPLC:
tR = 18.5 min; kmax (CH3CN)/nm 238 (log e, 4.2); mmax (KBr)/cm−1:
3246, 2917, 1699, 1617, 1509, 1465, 1319, 1103, 951, 748. dH


(500 MHz; CDCl3): 2.67 (s, 3H), 3.57 (m, 1H), 3.85 (m, 1H),
4.06 (s, 3H), 4.88 (m, 1H), 7.04 (d, J = 7.5 Hz, 1H), 7.15 (dd,
J = 7.5, 7.5 Hz, 1H), 7.38 (m, 2H), 8.22 (br s, D2O exch., 1H).
dC (125 MHz; CDCl3): 18.3 (q), 42.4 (d), 46.5 (t), 64.0 (q), 107.9
(d), 121.9 (s), 123.9 (d), 124.9 (d), 129.3 (d), 140.6 (s), 172.0 (s),
200.2 (s). HRMS (EI): calc. for C12H14N2O2S2 (M+) m/z 282.0497,
found 282.0505. MS (EI) m/z (% relative abundance): 282 [M+]
(10), 251 (61), 234 (83), 175 (100), 144 (75), 117 (57), 63 (11).


1-Methoxy-3-ethylsulfanylmethylindol-2-one (18, 28 mg, 23%,
based on 22), slightly yellow oil. HPLC: tR = 17.4 min; kmax


(CH3CN)/nm 238 (log e, 3.8); mmax (KBr)/cm−1: 2927, 1726, 1617,
1462, 1324, 1217, 1068, 750. dH (500 MHz; CDCl3): 1.25 (t, J =
7.5 Hz, 3H), 2.58 (q, J = 7.5 Hz, 2H), 2.97 (dd, J = 7.5, 7.5 Hz,
1H), 3.33 (dd, J = 3.5, 3.5 Hz, 1H), 3.65 (m, 1H), 4.05 (s, 3H), 7.02
(d, J = 7.5 Hz, 1H), 7.11 (dd, J = 7.5, 7.5 Hz, 1H), 7.35 (dd, J =
7.5, 7.5 Hz, 1H), 7.49 (d, J = 7.5 Hz, 1H). dC (125 MHz; CDCl3):
15.0 (q), 27.3 (t), 32.6 (d), 44.4 (t), 63.7 (q), 107.5 (d), 123.3 (d),
124.6 (s), 125.2 (d), 128.8 (d), 140.9 (s), 170.9 (s). HRMS (EI):
calc. for C12H15NO2S (M+) m/z 237.0824, found 237.0823. MS
(EI) m/z (% relative abundance): 237 [M+] (45), 206 (16), 175 (11),
148 (24), 117 (33), 90 (12).


Ethyl 1-methoxy-3-aminomethyl-2-oxindole dithiocarbamate
(25, 66 mg, 67%), slightly yellow solid. Mp 134–136 ◦C; HPLC:
tR = 21.1 min; kmax (CH3CN)/nm 238 (log e, 4.1); mmax (KBr)/cm−1:
3263, 2927, 1712, 1619, 1507, 1462, 1323, 1091, 948, 749. dH


(500 MHz; CDCl3): 1.38 (t, J = 7.5 Hz, 3H), 3.28 (q, J = 7.5 Hz,
2H), 3.57 (m, 1H), 3.85 (m, 1H), 4.06 (s, 3H), 4.87 (m, 1H), 7.04
(d, J = 8 Hz, 1H), 7.15 (dd, J = 8, 8 Hz, 1H), 7.38 (m, 2H), 8.15
(br s, D2O exch., 1H). dC (125 MHz; CDCl3): 14.2 (q), 29.8 (t),
42.4 (d), 46.3 (t), 64.0 (q), 107.9 (d), 122.0 (s), 123.9 (d), 124.9
(d), 129.3 (d), 140.7 (s), 172.0 (s), 199.5 (s). HRMS (EI): calc. for
C13H16N2O2S2 (M+) m/z 296.0653, found 296.0659. MS (EI) m/z
(% relative abundance): 296 [M+] (10), 265 (100), 234 (43), 203
(13), 175 (92), 145 (21), 117 (65), 77 (19).


1-Methoxy-3-aminomethyleneindol-2-one (12). For the syn-
thesis and spectral data (IR, NMR, MS) see reference.2


kmax(CH3CN)/nm 258 (log e, 4.3), 294 (4.2).


1-Methoxyspirobrassinin (15). For synthesis see reference;7 for
spectral data see reference.15


S,S-Diethyl 1-methoxy-3-aminomethylene-2-oxindole iminodi-
thioate (17). K2CO3 (26 mg, 0.19 mmol) and EtI (30 ll,
0.37 mmol) were added to a stirred solution of ethyl
1-methoxy-3-aminomethylene-2-oxindole dithiocarbamate (25,
46 mg, 0.16 mmol) in acetone. The mixture was stirred for 18 h at
rt, was diluted with brine (25 ml) and was extracted with EtOAc.
The combined organic extract was dried, was concentrated and the
residue was subjected to FCC, hexane–EtOAc (4 : 1), to afford S,S-
diethyl 1-methoxy-3-aminomethylene-2-oxindole iminodithioate
(17, 20 mg, 40%) as a slightly yellow oil. HPLC: tR = 29.4 min;
kmax (CH3CN)/nm 232 (log e, 3.7); mmax (KBr)/cm−1: 2928,
1727, 1618, 1579, 1463, 1322, 1228, 1084, 749. dH (500 MHz;
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CDCl3): 1.03 (t, J = 7 Hz, 3H), 1.35 (t, J = 7 Hz, 3H), 2.75 (m,
1H), 2.88 (m, 1H), 3.06 (q, J = 7 Hz, 2H), 3.77 (m, 1H), 3.94
(dd, J = 5.5, 5.5 Hz, 1H), 4.04 (s, 3H), 4.07 (m, 1H), 6.98 (d, J =
8 Hz, 1H), 7.07 (dd, J = 8, 8 Hz, 1H), 7.30 (m, 2H). dC (125 MHz;
CDCl3): 14.1 (q), 15.3 (q), 26.1 (t), 26.8 (t), 45.5 (d), 52.6 (t), 63.6
(q), 107.1 (d), 123.1 (d), 124.9 (d), 125.0 (s), 128.3 (d), 141.2 (s),
152.4 (s), 171.4 (s). HRMS (EI): calc. for C15H20N2O2S2 (M+) m/z
324.0966, found 324.0973. MS (EI) m/z (% relative abundance):
324 [M+] (15), 263 (93), 176 (100), 148 (64), 117 (69).


Ethyl 1-methoxy-3-aminomethylen-2-oxindole dithiocarbamate
(20). CS2 (72 ll, 1.2 mmol) and NaH (60% suspension in mineral
oil, 33 mg, 1 mmol) were added to a stirred, cooled (0 ◦C)
solution of 1-methoxy-3-aminomethylene oxindole (12, prepared
from 1 mmol of 1-methoxyoxindole6) in dry THF (2 ml). After
5 min at 0 ◦C, EtI (88 ll, 1.1 mmol) was added and the stirring
continued for further 1 h at 0 ◦C. The mixture was diluted with
1 M HCl (30 ml) and was extracted with EtOAc. The combined
organic extract was dried, was concentrated and the residue was
subjected for FCC, hexane–acetone (5 : 1). Ethyl 1-methoxy-3-
aminomethylene-2-oxindole dithiocarbamate (20, 97 mg, 33%,
based on 1-methoxyoxindole) was obtained as a bright yellow
solid, mp. 123–125 ◦C; HPLC: tR = 34.3 min; kmax (CH3CN)/nm
269 (log e, 4.2), 348 (4.3); mmax (KBr)/cm−1: 3178, 2932, 1684, 1641,
1496, 1454, 1217, 1101, 1056, 996, 915, 778, 742. dH (500 MHz;
CDCl3): 1.44 (t, J = 7.5 Hz, 3H), 3.39 (q, J = 7.5 Hz, 2H), 4.10 (s,
3H), 7.05 (d, J = 8 Hz, 1H), 7.12 (dd, J = 8, 8 Hz, 1H), 7.30 (dd,
J = 8, 8 Hz, 1H), 7.50 (d, J = 8 Hz, 1H), 8.68 (d, J = 10 Hz, 1H),
12.10 (br d, D2O exch., J = 10 Hz, 1H). dC (125 MHz; CDCl3):
13.6 (q), 30.5 (t), 64.4 (q), 106.1 (s), 107.8 (d), 118.6 (s), 119.3 (d),
123.1 (d), 128.0 (d), 133.0 (s), 137.0 (d), 163.9 (s), 199.4 (s). HRMS
(EI): calc. for C13H14N2O2S2 (M+) m/z 294.0497, found 294.0498.
MS (EI) m/z (% relative abundance): 294 [M+] (65), 263 (100), 232
(27), 201 (19), 173 (79), 144 (23).


1-Methoxy-3-methylsulfanylmethyleneindol-2-one (23). MeSNa
(88 mg, 1.25 mmol) was added to a solution of 1-methoxy-3-
chloromethyleneindol-2-one2 (22, 105 mg, 0.5 mmol) in THF
(3 ml). The mixture was stirred for 2 h at rt, was concen-
trated, the residue was suspended in CH2Cl2 (10 ml) and SiO2


was added. The residue, obtained after concentration was sub-


jected to FCC, hexane–acetone (2 : 1), to afford 1-methoxy-3-
methylsulfanylmethyleneindol-2-one (23, 74 mg, 67%) as yellow
oil, which was immediately used in the next step.


1-Methoxy-3-ethylsulfanylmethyleneindol-2-one (24). EtSH
(92 ll, 1.25 mmol) and Et3N (170 ll, 1.25 mmol) were added
to a solution of 1-methoxy-3-chloromethyleneindol-2-one2 (22,
105 mg, 0.5 mmol) in THF (3 ml). The mixture was stirred for
15 min at rt, was diluted with brine (20 ml) and was extracted
with EtOAc. The combined extract was dried, was concentrated
and the residue was subjected to FCC, hexane–acetone (5 : 1),
to afford 1-methoxy-3-methylsulfanylmethyleneindol-2-one (24,
87 mg, 74%) as yellow oil, which was immediately used in the next
step.
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Systematic studies based on 1H NMR and 13C NMR indicated that the alkylthio group behaves as a
weak electron-withdrawing group in a simple aniline system like 2-butylthioaniline, while the same
alkylthio group clearly acted as a resonance electron-donating group in higher conjugated aniline
trimer systems, like butylthio-substituted PDA (mono-PDA) and dibutylthio-substituted PDA
(2,6-diPDA). The formation of 2,6-diPDA as the major byproduct during the preparation of
mono-PDA from PDI and butane-1-thiol provided additional support for the resonance electron
donating nature of the butylthio group in these aniline trimer systems. Furthermore, CV studies also
clearly indicated that the redox potential E◦ (vs. SCE) of the aniline trimer systems decreased with the
increase in the number of butylthio groups, further confirming the electron-donating nature of the
butylthio group in these higher conjugated trimer systems.


Introduction


Among the conducting polymers, polyaniline (Pan) has gained
widespread attention due to its excellent stability in air, low
cost, and great opportunities for application.1–3 However, just
like other conducting polymers, the application potential of
Pan is seriously limited due to its poor solution processibility.
Although the solubility problem can be eased by incorporating
alkyl and alkoxy groups on polymer backbones based on modified
aniline monomers, the alkyl- and alkoxy-substituted polyanilines
obtained however suffered a severe loss in conductivity by ca. 1
to 7 orders of magnitude,4 which has long been attributed by the
community to arise from the steric effects associated with the sub-
stituent group. On the contrary, we believe it is probably caused by
the increased numbers of nonconjugated backbone linkage defects
(1,3-ring linkage) due to the electronic directing influences of the
-R and -OR groups on the formation of backbone linkage.4c Such
an adverse electronic influence was even more severe in the case of
2-butylthioaniline, and seemed to even prevent it from forming its
own homopolymer. The copolymers prepared from aniline and 2-
butylthioaniline, via the conventional oxidative copolymerization
(OCP) method, containing only ∼32 mol% of the butylthio group
already showed a much poorer conductivity (10−5 S cm−1)4c than
the homopolymer of butoxyaniline (10−3 S cm−1).4d On the other
hand, the butylthio-substituted polyaniline (Pan-SBu) prepared
via our previously reported concurrent reduction and substitution
(CRS) method (via post-functionalization directly on the existing
Pan backbones) had not only gained greatly improved solution
processibility but also retained the high conducting nature of the
unsubstituted Pan.4a We further found out that the introduction
of even bulkier groups, such as octylthio and dodecylthio, via
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this new CRS method to Pan did not lower the conductivity
as it would otherwise be expected; instead these Pan-SR gained
even higher conductivity (7–10 S cm−1)5 than the parent Pan (1–
5 S cm−1).6 Since both Pan-SR and Pan have exactly the same
backbone structure, we had attributed the improved conducting
nature of Pan-SR (vs. Pan) to the electron-donating contribution
of the alkylthio groups, which helps increase the electron density
of the backbone and results in higher conductivity. The increased
backbone electron density in this case has been partly supported by
our previous CV and UV studies, showing the lowered oxidation
potentials and red-shifted absorption wavelength in Pan-SBu
as compared with its parent unsubstituted Pan. Therefore, to
clearly understand the electronic behaviour of the SBu group
in the aromatic aniline systems, we carried out a systematic
investigation with a series of simple and conjugated aniline model
compounds and tried to analyse them with unambiguous spectral
characterisations using various NMR experiments.


Results and discussion


In our continuous efforts to strive for even more rigorous
spectroscopic evidence to show that the electron density of the
phenyl rings is indeed enhanced by the butylthio substituent, we
have prepared the butylthio-substituted aniline monomer, i.e., 2-
butylthioaniline, via selective S-alkylation of 2-aminobenzenethiol
by butyl bromide in a THF medium using sodium hydride as
the base and used it for detailed NMR studies. Based on its 1H
NMR spectrum and an NOE experiment, we have unambiguously
assigned the NMR peaks and the results are summarized in Fig. 1.


The results however indicated that the incorporation of the
butylthio group into aniline does not help to increase the electron
density of the phenyl ring, instead it make its ortho proton (i.e.,
one of the meta protons to the amino group) shift downfield
from d 7.00 to d 7.21; whereas all the four phenyl protons of its
alkoxy analogues, e.g., 2-methoxyaniline, were found to be shifted
upfield to the range of d 6.7–6.8. The NMR results indicate the
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Fig. 1 The 1H NMR chemical shift values (d ppm) of aniline and
2-butylthioaniline and the NOE result for 2-butylthioaniline in DMSO-d6.


butylthio group of 2-butylthioaniline prefers to act as an electron
withdrawing substituent rather than electron releasing substituent.


Such electron withdrawing nature of alkylthio groups in the
model compounds was also clearly demonstrated by their 13C
NMR data. The 13C NMR chemical shifts were unambiguously
assigned using 2D NMR (HETCOR) experiments and the results
are summarized in Fig. 2. The results clearly showed that the
chemical shift value of the carbon ortho to the SBu group was
shifted downfield from d 128.8 in aniline (which is its meta carbon)
to d 134.5 in 2-butylthioaniline.


Fig. 2 The 13C NMR chemical shift values (d ppm) of aniline and
2-butylthioaniline in DMSO-d6.


The electronic behaviour of the alkylthio group in the simple
aniline system seems to contradict the observations in our polymer
(Pan-SBu) systems. We rationalized that this may be due to the
energy mismatching of the atomic orbitals for the 2nd and 3rd


period elements (i.e., carbon and sulfur) which hinders the electron
donating resonance of the alkylthio group to the aromatic ring.
Additionally, the ring electrons may also delocalize into the vacant
3d orbital of sulfur, making the alkylthio group slightly electron
withdrawing. We felt that the difference in the electronic influence
of the alkylthio groups between the monomer and polymer systems
may be caused by the obvious difference in their conjugation
lengths. Because, in general, as the conjugation length increases,
the band gap becomes smaller due to the rising of the energy level
of the HOMO and the lowering of the energy level of the LUMO.2


The polarizability of the electron cloud of the backbone would
also increase with the conjugation degree. We believe that both
the lowering of the LUMO level and the increased polarizability
in the polymer systems should help facilitate the electron-donating
resonance of the alkylthio group. As conjugation interaction plays
an important role in lowering the LUMO and increasing the po-
larizability, it would be more appropriate to examine the electronic
nature of the alkylthio group based on an aniline system with a
moderate conjugation length. Therefore, an aniline trimer with a
butylthio substituent seems to be the ideal candidate, because it is a
minimum redox unit of polyaniline and it is still simple enough for
unambiguous spectroscopic characterisation. The trimer molecule
PDA (i.e., N,N ′-diphenyl-1,4-phenylenediamine) with a butylthio-
substituent was thus prepared by the CRS method as shown in
Scheme 1. Interestingly, along with the mono-substituted PDA,


some disubstituted PDA and PDA were also formed. NMR
studies were performed to understand the electronic nature of
the butylthio groups in both mono-PDA and disubstituted PDA.


Scheme 1 CRS reaction of PDI with butane-1-thiol.


The structure of the mono-PDA was unambiguously charac-
terized using the NMR studies. For the mono-PDA, the proton
signals for the center ring B (Fig. 3) can be clearly distinguished
from those protons of the terminal rings A and C based on the
splitting patterns of the protons and their integration intensity.
The two correlated sets of ortho-, meta-, and para-proton signals
associated with either ring A or C were clearly identified using
homodecoupling experiments. NOE experiments were further
performed to unambiguously assign the proton sets for rings A
and C. The two non-equivalent NH proton signals are identified
using deuterium exchange experiments. The NOE results and the
final assignments are summarized in Fig. 3. The 1H NMR results
clearly demonstrate that the butylthio substituent shifts ring A
more upfield than ring C, probably due to the resonance electron
donating nature of the butylthio group. To further confirm this
hypothesis, the 13C NMR of mono-PDA was recorded and the
results are presented in Fig. 4; the assignments were based on the
HETCOR experiments. The results indeed confirmed that ring A
is shifted more upfield than ring C. It is also interesting to note that
the ortho carbon (d 117.1) and para carbon (d 115.4) to the SBu
group in the central phenyl ring comes very much more upfield
than the meta carbon (d 124.9).


The fact that 1H, 13C chemical shifts of mono-PDA (a secondary
aniline system) come relatively downfield compared to those of
aniline (a primary aniline), can be attributed to the difference in
their chemical structures. For a more appropriate comparison,


Fig. 3 The NOE results of mono-PDA and its peak assignments.


Fig. 4 The 13C NMR chemical shift values (d ppm) of mono-PDA in
DMSO-d6.
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another secondary aniline, i.e., diphenylamine was used as a
model compound and studied with 1H, 13C and HETCOR NMR
experiments and the results are given in Fig. 5. It is interesting to
note that the chemical shifts (both 1H and 13C) of diphenylamine
are almost identical with the chemical shifts of ring C of mono-
PDA while those of ring A of mono PDA are shifted more upfield.


Fig. 5 The 1H and 13C NMR chemical shift values (d ppm) of dipheny-
lamine in DMSO-d6.


Similarly, the disubstituted PDA (formed in ∼10% yield) was
also characterized using the deuterium exchange, homodecou-
pling, HOMOCOSY and NOE experiments. Interestingly, the 1H
NMR spectrum of the disubstituted PDA indicated that it is not
as symmetrically substituted as would be expected for 2,5- or 2,3-
disubstituted PDA’s. Two sets of ortho-, meta-, and para-proton
signals corresponding to the two nonequivalent terminal phenyl
rings A′ and C ′ plus one singlet peak associated with the two
equivalent protons of the central phenyl ring B′ were observed.
The 1H NMR results suggested that it is a 2,6-disubstituted
PDA (2,6-diPDA)7 (Fig. 6). Furthermore, the two NH peaks
(d 7.03 and d 8.29) were clearly identified by the deuterium
exchange experiment. Based on the homodecoupling experiments,
the proton sets that are associated with either of the two terminal
phenyl rings A′ or C ′ were identified. NOE experiments were
carried out to further confirm the actual physical location of the
SBu group in relation to the A′ and C ′ rings (Fig. 6). The NOE
results clearly demonstrated that substitutions of SBu groups make
the ring A′ appear more upfield shifted than ring C ′.


Fig. 6 The NOE results of 2,6-diPDA and its peak assignments.


The same conclusion can also be obtained from the 13C NMR
results of 2,6-diPDA as summarized in Fig. 7. Once again, the
assignments were done using HETCOR experiments. The results
clearly showed that the B′ and A′ rings of 2,6-diPDA are both
further shifted upfield from the corresponding B and A rings of
mono-PDA, due to the contribution of one additional electron-
donating butylthio group.


Fig. 7 The 13C NMR chemical shift values (d ppm) of 2,6-diPDA in
DMSO-d6.


Furthermore, the 1H and 13C NMR results of mono-PDA and
2,6-diPDA were then compared with those of unsubstituted PDA
(Fig. 8) to better understand the substituent effect of SBu on the
aromatic ring. The 1H and 13C chemical shift values clearly show
the upfield trends for ring A and A′ of mono-PDA and 2,6-diPDA
compared to that of the unsubstituted PDA.


Fig. 8 The 1H and 13C NMR chemical shift values (d ppm) of unsubsti-
tuted PDA in DMSO-d6.


All the above NMR results of both mono-PDA and disubsti-
tuted PDA clearly prove that the phenylamino group (ring A or
A′) at the ortho position (a conjugated position) to the butylthio
group comes more upfield than the phenylamino group at the
meta position (a non-conjugated position) as illustrated in Fig. 9.
As expected, in the aniline systems with moderate conjugation
length, such as mono-PDA and 2,6-diPDA, the butylthio groups
act as an electron releasing substituent, unlike that in the simple
aniline system of 2-butylthioaniline.


Fig. 9 The upfield and downfield phenylamino groups in the mono-PDA
and 2,6-diPDA.


Further study indicated that the formation of disubstituted
PDA was mainly caused by the reoxidation of the mono-PDA by
unsubstituted PDI (i.e., N,N ′-diphenyl-1,4-phenylenediimine) to
form mono-PDI (i.e., butylthio-substituted PDI) (Fig. 10) which
then underwent the subsequent second CRS reaction and resulted
in the disubstituted PDA. Interestingly, the preferential formation
of the 2,6-diPDA also sheds evidence for the electron releasing
nature of the butylthio group in these trimer systems.


Fig. 10 Plausible mechanism for the preferential formation of 2,6-diPDA.


For the mono-PDI, the basicity of its Na will be preferentially
increased due to the resonance delocalization of the lone pair
electrons on sulfur, thereby allowing it to be preferentially
protonated over its counterpart Nb which then makes the C6
position more susceptible towards nucleophilic attack by butane-
1-thiol and thus results in the formation of the 2,6-diPDA (Fig. 10).
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The hypothetical redox reaction between butylthio-substituted
mono-PDA and PDI to form butylthio-substituted mono-PDI
and PDA (Fig. 11) has been confirmed by our control experiments
based on monitoring the 1H NMR of an equimolar mixture of
mono-PDA and PDI in d8-THF or DMSO-d6. The results showed
that the redox reaction in d8-THF (at room temperature) reached
its equilibrium position after ca. 6 h and yielded 75% of mono-PDI
and PDA. While in DMSO-d6 the reaction rates were much slower
at room temperature (25 ◦C) and 40 ◦C, forming only 32% and 40%
of mono-PDI respectively at 6 h. When the reaction temperature
was raised to 70 ◦C, a similar final equilibrium position as in
d8-THF was easily attained within 2 h.


Fig. 11 The redox reaction between mono-PDA and PDI.


For the sake of easier comparison, the 1H NMR spectra of
the individual reactants (PDI and mono-PDA) and the products
(PDA and mono-PDI) are given in Fig. 12. Due to the presence
of E/Z isomers associated with the two PDI compounds, their
NMR signals [Fig. 12(a), (d) ] are more complicated than their
corresponding PDA compounds [Fig. 12(c), (b) ]. The complete
assignment for PDI has been already reported in the literature.8


For simplicity, only the chemical shift ranges associated with the
a proton (-SCH2) and the terminal methyl proton (-CH3) of the
butylthio group are presented in Fig. 13. The equilibrium constant
of this reaction was measured to be about equal to or greater than
9, suggesting that the mono-PDA is more readily oxidized than
PDA, possibly due to the presence of the butylthio group which


Fig. 13 The 1H NMR monitoring of the redox reaction between PDI and
mono-PDA in DMSO-d6 at 70 ◦C.


increases the electron density of the trimer through its resonance
electron donating effect.


Such electron donating nature of butylthio group in the trimer
systems was also confirmed by our CV studies (Fig. 14), showing
that the oxidation potential values E◦ (vs. SCE) of PDA’s decrease
as the number of butylthio groups increases: PDA (0.389 V) >


mono-PDA (0.346 V) > 2,6-diPDA (0.196 V).
Similar electronic behaviour has also been observed for other


alkylthio-substituted trimers, which were prepared via the same
CRS reaction in THF between PDI and other functionalized
alkanethiols like 2-mercaptoethanol, 4-mercaptobutanol, mercap-
topropanesulfonic acid sodium salt, and thiophenol.9 Interest-
ingly, in addition to the corresponding mono-PDA as the major
product, a 10–20% of the 2,6-disubstituted PDA was always
observed as the sole or predominant disubstituted product in


Fig. 12 The 1H NMR spectra of (a) PDI, (b) mono-PDA, (c) PDA, and (d) mono-PDI in DMSO-d6.


3514 | Org. Biomol. Chem., 2006, 4, 3511–3516 This journal is © The Royal Society of Chemistry 2006







Fig. 14 The CV results of PDA, mono-PDA and 2,6-dPDA in an aqueous
solution (pH = 1.3) containing 0.05 M TsOH.


all these cases, suggesting that the electron donating nature of
these alkylthio groups are also effectively functioning in these
moderately conjugated aniline trimer systems.


Conclusions


In conclusion, although the alkylthio group displayed a weak
electron withdrawing effect in the aniline monomer systems, it
however clearly showed a resonance electron-donating effect in
the higher conjugated aniline trimer as well as in the polymer
systems. Such interesting reversing electron behaviour may provide
a vital clue to the possible polymerization mechanism. During the
copolymerization course between aniline and 2-butylthioaniline, if
the 2-butylthioaniline monomer attaches to the tail of the growing
polymer chain (i.e., the phenyl ring end), the butylthio group then
becomes part of a higher conjugated system and starts behaving
as a resonance electron donating group. When this reversal in
electronic behaviour occurs, the butylthio group may begin to
compete much more significantly with the amino group for
directing the subsequent polymer chain linkage positions, leading
to the formation of significant amounts of the non-conjugated
(i.e., 1,3-ring linkage) defect structures and resulting in poorly
conductive copolymers.


Experimental


The thiols were purchased from Aldrich and used as such.
PDA was obtained from Aldrich. ACS grade tetrahydrofuran
refluxed and distilled over benzophenone–sodium and HPLC
grade methanol were used for the reactions. NMR spectra were
studied using Varian Unity Inova 500 MHz and Bruker Avance
DMX 600 MHz. HRMS were recorded with the Thermo Finnigan
Model MAT 95 XL. LRMS was measured by TRIO 2000
Micromass.


Synthesis of 2-butylthioaniline


To a stirred solution of 2-aminobenzenethiol (5 mmol, 0.63 g) in
20 mL of THF was added sodium hydride (5 mmol, 0.113 g), and
the contents were stirred at room temperature for 1 h. The reaction
was monitored by TLC and after the disappearance of the starting
material, the solvent was removed under reduced pressure and the
residue was dissolved in chloroform and washed with water (2 ×
20 mL). The chloroform layer was dried over anhydrous MgSO4


and the solvent removed under reduced pressure to yield 0.83 g of
2-butylthioaniline in 92% yield. 1H NMR (500 MHz, DMSO-d6,
TMS as standard): d 7.21 (dd, 1H, J = 7.5 Hz, 1.5 Hz), 7.00 (td,
1H, J = 7.6 Hz, 1.8 Hz), 6.76 (dd, 1H, J = 8 Hz, 1.5 Hz), 6.51
(td, 1H, J = 7.3 Hz, 1.6 Hz), 5.16 (s, 2H, NH2), 2.70 (t, 2H, J =
7.0 Hz), 1.45 (quint, 2H, J = 7.4 Hz), 1.35 (sextet, 2H, J = 7.3 Hz),
0.84 (t, 3H, J = 7.3 Hz); 13C NMR (125 MHz, DMSO-d6 at d 39.5
as standard): d 149.1 (C), 134.5 (CH), 128.9 (CH), 116.4 (CH),
116.1 (C), 114.2 (CH), 33.0 (CH2), 31.1 (CH2), 21.1 (CH2), 13.5
(CH3).


Synthesis of PDI


N,N ′-Diphenyl-1,4-phenylenediamine (1 g, 3.84 mmol) was dis-
solved in 75 mL of acetone and stirred at room temperature. To
this stirred solution was added silver oxide (1.33 g, 5.76 mmol)
in portions. The color of the solution changed from black to
orange color. After stirring for 1 h, the product precipitated as
an orange solid, which was collected and then recrystallized in
cyclohexane. Yield: 0.94 g, 95% (a mixture of E/Z isomers). 1H
NMR (500 MHz, DMSO-d6, TMS as standard): d 7.42 (t, E, 4H,
J = 7.75 Hz), 7.39 (t, Z, 4H, J = 8.5 Hz), 7.19 (t, E, 2H, J =
7.0 Hz), 7.17 (t, Z, 2H, J = 7.5 Hz), 7.12 (d, Z, 2H, J = 1.5 Hz),
7.02 (dd, E, 2H, J = 10.5 Hz, 2.0 Hz), 6.89 (d, E, 4H, J = 7.5 Hz),
6.86 (d, Z, 4H, J = 7.75 Hz), 6.83 (dd, E, 2H, J = 10.0 Hz, 2.5 Hz),
6.75 (d, Z, 2H, J = 2.5 Hz); 13C NMR (125 MHz, DMSO-d6 at d
39.5 as standard): d 157.86 (C), 157.81 (C), 149.8 (C), 149.7 (C),
137.7 (CH), 136.4 (CH), 129.12 (CH), 129.08 (CH), 125.3 (CH),
125.07 (CH), 125.03 (CH), 124.3 (CH), 120.4 (CH), 120.2 (CH).
Exact mass: 258.1157; LRMS (EI-MS) 258 [M]+.


Synthesis of mono-PDA and 2,6-diPDA


Butane-1-thiol (5 mmol, 0.44 g, 0.51 mL) dissolved in 25 mL
of degassed tetrahydrofuran was taken in a flame dried three
neck round bottomed flask equipped with an addition funnel,
condenser, and a rubber septum. The system was air exchanged
with nitrogen three times. To this system was then added dropwise
a solution of PDI (5 mmol, 1.29 g) dissolved in 25 mL of degassed
tetrahydrofuran. The contents were stirred at rt under nitrogen
for 6 h. As the reaction proceeded, the orange color of the
imine disappeared and a pale yellow color was seen. The reaction
was monitored by TLC (eluant: 10% EA in hexane). After the
complete disappearance of the starting materials the solvent was
removed under reduced pressure using rotary evaporator. The
crude product was purified by column chromatography using
hexane followed by 4% EA in hexane as the eluants. Mono-PDA
was obtained as a major product in 74% yield (1.21 g). The 2,6-
diPDA was obtained in 10% yield (0.22 g). PDA, the fully reduced
amine was obtained in 11% yield (0.14 g).
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1H and 13C NMR of mono-PDA


1H NMR (500 MHz, DMSO-d6, TMS as standard): d 8.11 (s, 1H,
NH), 7.22 (t, 2H, J = 8.0 Hz), 7.15 (s, 1H, NH), 7.11 (t, 2H, J =
7.8 Hz), 7.08 (d, 1H, J = 8.5 Hz), 7.05 (d, 1H, J = 2.5 Hz), 7.04 (d,
2H, J = 7.8 Hz), 6.91 (dd, 1H, J = 8.3 Hz, 2.5 Hz), 6.80 (t, 1H, J =
7.2 Hz), 6.73 (d, 2H, J = 8.0 Hz), 6.66 (t, 1H, J = 7.0 Hz), 2.80 (t,
2H, J = 7.5 Hz), 1.54 (quint, 2H, J = 7.5 Hz), 1.37 (sextet, 2H, J =
7.4 Hz), 0.85 (t, 3H, J = 7.5 Hz); 13C NMR (125 MHz, DMSO-d6


at d 39.5 as standard): d 13.55 (CH3), 21.5 (CH2), 30.6 (CH2), 31.2
(CH2), 114.4 (CH), 115.4 (CH), 116.3 (CH), 117.1 (CH), 117.8
(CH), 119.4 (CH), 124.9 (CH), 128.9 (CH), 129.2 (CH), 132.7 (C),
133.1 (C), 139.8 (C), 143.9 (C), 146.5 (C). Exact mass: 348.1660;
LRMS (EI-MS) 348 [M]+.


1H and 13C NMR of 2,6-diPDA


1H NMR (500 MHz, DMSO-d6, TMS as standard): d 8.29 (s, 1H,
NH), 7.26 (t, 2H, J = 8.0 Hz), 7.11 (d, 2H, J = 7.5 Hz), 7.03 (s,
1H, NH), 7.01 (t, 2H, J = 7.5 Hz), 6.86 (t, 1H, J = 7.25 Hz), 6.75
(s, 2H), 6.54 (t, 1H, J = 7.0 Hz), 6.39 (d, 2H, J = 7.5 Hz), 2.74
(t, 4H, J = 7.25 Hz), 1.52 (quint, 4H, J = 7.6 Hz), 1.34 (sextet,
4H, J = 7.5 Hz), 0.85 (t, 6H, J = 7.5 Hz); 13 C NMR (125 MHz,
DMSO-d6 at d 39.5 as standard): d 13.5 (CH3), 21.5 (CH2), 30.0
(CH2), 30.3 (CH2), 109.4 (CH), 112.4 (CH), 116.4 (CH), 117.2
(CH), 120.1 (CH), 126.3 (C), 128.6 (CH), 129.2 (CH), 139.7 (C),
142.6 (C), 143.0 (C), 147.0 (C). Exact mass: 436.2007; HRMS
(EI-MS) 436.2012 [M]+.


1H and 13C NMR of PDA


1H NMR (500 MHz, DMSO-d6, TMS as standard): d 7.9 (s, 2H,
NH), 7.17 (t, 4H, J = 8 Hz), 7.02 (s, 4H), 6.95 (d, 4H, J = 8 Hz),
6.71 (t, 2H, J = 7.25 Hz); 13 C NMR (d 150 MHz, DMSO-d6 at d
39.5 as standard): d 144.9 (C), 136.5 (C), 129.1 (CH), 119.8 (CH),
118.4 (CH), 115.2 (CH).


CV measurements for the PDA’s


Cyclic voltammograms (CV) for the PDA compounds were
measured with a potentiostat (CHI 605A) in a three-electrode
electrochemical cell with an aqueous solution of 0.05M TsOH
as electrolyte, using a platinum plate (0.5 cm × 0.5 cm) as the
working electrode and a gold plate (1 cm × 4 cm) as the counter
electrode and a saturated calomel electrode (SCE) as the reference
electrode. The redox potential (E◦) were calculated as the average
of the anodic and cathodic peak potentials.
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Herein, we wish to report a new three-component formation
of heterocyclic scaffolds based on a one-pot process from
simple phenols. The key step of this procedure involves an
ortho-quinone methide formation from Mannich adducts
under alkylative conditions. The transient o-quinone methide
has been trapped in situ with indole and diketone using
lithium perchlorate as catalyst. The interest of this proce-
dure has been furthermore demonstrated by a new three-
component aminobenzofuran formation from phenols,
aldehydes and isocyanides.


ortho-Quinone methides, highly reactive species, are key inter-
mediates in many biological systems as well as natural product
synthesis.1,2 These compounds are mainly involved in Michael-
type additions with nucleophiles as well as [4 + 2] cycloadditions
with a wide range of dienophiles.1 Fast dimerization of o-quinone
methides has, however, constrained the synthetic potential of these
ephemeral species, which must be generated and trapped in situ.
The ortho aldolisation of phenols with aldehydes followed by Lewis
acid-assisted water elimination is probably the most convenient
path available up to now.3 It suffers from the poor reactivity
of electron withdrawing group-substituted phenols and is often
limited to the reaction of formaldehyde. Herein, we wish to report
a convenient formation of o-quinone methides from Mannich
adducts of phenols with N-benzylpiperazine and application to
new couplings with isocyanides.


The Mannich addition of phenols 1a and 1b has been performed
with stoichiometric amounts of aldehydes 2a and 2b, either in
refluxing toluene (1a) or neat at 140 ◦C (1b, which was surprisingly
unreactive in toluene) (Scheme 1). The intermediate Mannich
adducts 3a and 3b were not isolated but directly treated in
refluxing toluene with 1,2-dibromoethane (2 equiv.) and 5,5-
dimethylcyclohexane-1,3-dione (2 equiv.) to trap the expected
o-quinone methide. However, no reaction occurred under these
conditions. Being aware of the catalytic effect of lithium per-
chlorate in [4 + 2] cycloadditions of o-quinone methides with
non activated alkenes,4 we surmised that the lithium salt could
catalyse both generation and trapping of the o-quinone methide.
Indeed, we were pleased to find that in the presence of lithium
perchlorate (10 mol%) the alkylation–elimination–nucleophilic
addition sequence proceeds efficiently in toluene to afford products
4a and 4b in 40 and 51% yields, respectively. 1-Methyl-1H-indole


Laboratoire de Chimie Organique, UMR CNRS 7652, Ecole Nationale
Supérieure des Techniques Avancées, 32, Bd Victor, 75015, Paris, France.
E-mail: laurent.elkaim@ensta.fr; Fax: +33 (0)145 528322; Tel: +33 (0)145
525537


behaves similarly to form the new indoles 5a and 5b in moderate
to good overall yields (Scheme 1).


Scheme 1


If several Mannich-type couplings of aldehydes with phenols
have been already described in the presence of secondary and
primary amines,5 the synthetic potential of these Mannich bases
for o-quinone methide formation has remained largely underesti-
mated in relation to the high temperature needed for the thermal
elimination of the amine. If the problematic reverse addition of the
amine can be addressed by the choice of low boiling point amines,
it often implies the use of sealed tube conditions in the Mannich
coupling.6


The formation of quaternary ammonium salts by alkylation
of the Mannich adducts is a way to induce easier removal
of the amino residue and, therefore, trapping of the transient
electrophilic species at lower temperature.7 In this matter, the
choice of the piperazine core presents interesting features:
the two tertiary amines have different nucleophilic behaviors due
to potential intramolecular hydrogen bonding with the hydroxy
group; easy formation of dialkylated ammonium salts with 1,2-
dibromoethane can thus be observed on these Mannich adducts.
Furthermore, elimination of the piperazine as an insoluble am-
monium salt makes the process irreversible. We recently disclosed
a new Mannich coupling of hydrazones with N-benzylpiperazine
followed by a similar alkylative elimination of the piperazine under
dibromoethane treatment.8 The intermediate azoalkenes were then
trapped with nucleophiles such as enamines or isocyanides to give
new access to pyrazole and pyridazine derivatives. The new results
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obtained with phenols show that this strategy can now be applied
to projects of broader synthetic concern.


The [4 + 1] cycloadditions of isocyanides with a,b-unsaturated
carbonyl derivatives have been studied by different research
groups.9 Reported formations of aminofurans10 deal mainly either
with simple commercial a,b-unsaturated ketones or stable deriva-
tives formed under aldol or Knoevenagel type condensations. To
our knowledge, similar additions to simple o-quinone methides
have not been yet documented, we were thus eager to examine
whether our procedure could be applied to [4 + 1] cycloadditions
of isocyanides with these instable intermediates (Scheme 2).


Scheme 2


We first examined this coupling with isolated Mannich adduct
3d as starting material. When treated with 1,2-dibromoethane
(2 equiv.), cyclohexyl isocyanide (2 equiv.) and lithium perchlorate
(10 mol%) in toluene at 110 ◦C, the desired aminobenzofuran 6a
was obtained in 47% yields (Table 1, entry 1).†


Various Mannich adducts behaved similarly with different
isocyanides as shown in Table 1. The aminobenzofuran formation
could also be obtained in a one-pot procedure directly from
the aldehyde and phenol (entries 1, 2 and 6) without significant
decrease in yields.


Mannich adduct 3h was prepared in an attempt to observe
intramolecular [4 + 2] cycloaddition. Surprisingly, 3h failed to
react when treated with dibromoethane and lithium perchlorate,
even though this latter has been claimed to promote inter-
molecular coupling of o-quinone methide with simple alkenes
at room temperature.4 When cyclohexyl isocyanide is added, the
aminobenzufuran 6g is, however, obtained in 53% yields (Table 1,
entry 8). Aminobenzofuran was still formed with highly hindered
tert-octyl isocyanide without any trace of [4 + 2] cycloaddition
product (Table 1, entry 9).


In conclusion, we have settled a new general efficient three-
component coupling of phenols with aldehydes and various
nucleophiles. The application of this process to formal [4 + 1] cyclo-


addition of isocyanides with transient o-quinone methide bring a
further demonstration of the synthetic interest of isocyanide based
multicomponent reactions.


Notes and references


† Typical procedure for the one-pot synthesis of aminobenzofuran 6a:
to a solution 2 M of methyl p-hydroxybenzoate in toluene was added
benzaldehyde (1 equiv.) and N-benzylpiperazine (1 equiv.). The resulting
mixture was stirred at 110 ◦C under an inert atmosphere for 3 d, and to this
crude was then added 1,2-dibromoethane (2 equiv.), cyclohexyl isocyanide
(2 equiv.), toluene (1 M) and a catalytic amount (10 mol%) of LiClO4.
The reaction was stirred at 110 ◦C for 6 h and concentrated in vacuo. The
residue was then purified by flash chromatography on silica gel to give
41% of the desired adduct. 1H NMR (CDCl3, 400 MHz) d 8.16 (d, 1H,
J = 1.8 Hz), 7.81 (dd, 1H, J = 7.8,1.7 Hz), 7.66–7.56 (m, 4H), 7.30–7.20
(m, 2H), 4.44 (d, 1H, J = 8.3 Hz), 3.93 (s, 3H), 3.75–3.61 (m, 1H), 2.14–
2.05 (m, 2H), 1.84–1.73 (m, 2H), 1.72–1.58 (m, 2H), 1.49–1.14 (m, 4H).
13C NMR (CDCl3, 100.6 MHz) d 168.1, 156.2, 153.2, 133.5, 130.9, 129.9,
127.9, 125.5, 125.5, 122.6, 118.7, 109.8, 93.1, 53.4, 53.1, 34.7, 26.0, 25.4.
MS (DI, CI NH3) m/z 365. I.R. (thin film) 3364, 2924, 2856, 1762, 1729,
1535, 1219 cm−1. HRMS. Calcd for C22H23NO3: 3491678; found: 3491693.
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